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Abstract

Human observers are remarkably proficient at extracting the causal structure of both natural and artifactual worlds on the basis of extremely impoverished observations, but a rigorous theory of how they achieve this is elusive. This paper investigates the formal structure of this problem, collapsing the distinction between human and automatic inference about complex systems, and considering an abstract observer in an abstract world. We introduce a structure algebra, a reduced description logic that is designed to be biased towards the recovery of causal structure in much the same way as are human observers. We illustrate how the algebra captures human intuitions about the "natural" interpretation of certain canononic types of observed property covariance. Finally we propose a formal criterion for the adequacy of a given description language to capture algebraically the "true" causal structure of a particular closed world.

1 Introduction

Human observers are the gold standard for the interpretation of complex systems with many interacting variables. Our environment itself, the world outside our sense organs, is such a system: filled with a myriad of objects and forces that are in principle arbitrarily complicated, and inductively ambiguous to an extreme degree. Effortlessly, though, we make "sense" of all of it, extracting a connecting tissue of underlying causal structure [21, 13].

Our success in so doing is presumably enabled by unconscious interpretive machinery that may well be opaque to introspection. Yet this machinery may well be amenable to mathematical characterization.

To researchers in fields concerned with automatic interpretation, human performance of these interpretive feats is a tantalizing existence proof that such interpretation is possible. But the mere existence of opaque subjective interpretations is not sufficient to aid theory-building. For human cognitive processes to be more tangibly useful in theory-building, a rigorous and complete characterization of them in mechanistic terms is required. Historically, such an understanding has not been available.

This paper presents the outlines of an account of how certain types of complex systems
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might be interpreted by human observers, couched in a formal language that collapses the distinction between human and computer inference. The general outlook is one in which the observer makes strong implicit assumptions about the underlying form of causal forces in its environment. This in turn allows strong generalizations from very limited observations—generalizations which tend to be true only in the case that the environment is actually structured in the assumed way. The highlight will be a very general minimal requirement (the Projection Condition) that, when it holds, suffices to guarantee that the observer can successfully infer the “essential” component of the structure actually in effect in its environment.

2 An algebra for the description of observed structure

Consider an observer confronted with a “world” $W$ consisting of the five amoeba-like objects shown in Fig. 1. (We might just as well consider a world containing events instead of objects—in fact any entities that can be described by logical predicates.)

First, the observer must choose some “language” in which to express the structure of this world, which here we think of simply as a list $\Sigma = \{\sigma_1, \sigma_2, \ldots\}$ of abstract property tags, called the property set. For the given world, an appropriate set might be

$$\Sigma = \{\text{blob\_shaped}, \text{shaded}, \text{large}, \text{has\_nucleus}, \text{has\_dotted\_membrane}\},$$

which we abbreviate to $\Sigma = \{A, B, C, D, E\}$ under the assignment

\[
\begin{align*}
A &= \text{blob\_shaped}, \\
B &= \text{shaded}, \\
C &= \text{has\_nucleus}, \\
D &= \text{has\_dotted\_membrane}, \\
E &= \text{large}.
\end{align*}
\]

The same world $W$ encoded into $\Sigma$ is shown in Fig. 2. This is really just a set of strings, a subset of $2^\Sigma$, which we think of as the world $W$ “taken at” or “projected into” $\Sigma$, i.e. here
\( \mathcal{W}_\Sigma = \{A, AB, ACD, ACDE, ABCDE\}. \)  

(2)

This notation explicitly recognizes the dichotomy between the abstract world \( \mathcal{W} \) and the concrete string of properties \( \mathcal{W}_\Sigma \) that comes into existence only when the \( \mathcal{W} \) is “sampled” at a particular \( \Sigma \). In particular it allows us to consider the same world projected into alternative property languages, an important consideration below. The set of observations \( \mathcal{W}_\Sigma \) contains some patterns of covariation, with some properties appearing or failing to appear in the company of others. Such patterns are of course not arbitrary, but reflect (in some possibly indirect way) the patterns of causal interaction among the distal properties represented proximally by the various \( \sigma_i \), which we will refer to loosely as the “causal structure” of the world \( \mathcal{W} \) (cf [17]). (A stricter definition will be developed below.)

The goal of the observer is to infer these distal patterns from the extremely impoverished evidence available among the observable patterns. Its leverage in doing so consists of contingent hypotheses about the regularities in force within the closed world in which it finds itself [19], and about how this structure maps to observable patterns (see [11, 23, 24, 20]). Hence our goal as theorists is to characterize the relationship between these distal patterns and the observable ones: literally, the semantics of the environment.

The set of observations \( \mathcal{W}_\Sigma \) can be thought of as a Boolean logical expression

\[
A \lor AB \lor ACD \lor ACDE \lor ABCDE, \tag{3}
\]

reading \( \lor \) as “or.” This expression is a logical “theory” that is satisfied by the environment. (In logical terms the environment is a “model” of this expression.) The Boolean language from which it is built (containing \( \lor, \land, \neg \), etc.) is powerful enough to express any possible additional observations that might occur.

Paradoxically, though, this very expressive power is a handicap from the point of view of inferring distal structure. The observations here are inductively ambiguous to an extreme degree; the five observed objects do not logically constrain any future observations to manifest any particular structure. Intriguingly, this ambiguity is inherent in the expressive power of the Boolean expression encoding it. That this language is capable of expressing any other observations is tantamount to allowing that any other observations are possible; a total absence of constraint on induction. This epitomizes a natural trade-off between expressivity and inferential power. By contrast, a weaker logic, suitably chosen, would allow a stronger inference of structure.

A weaker logic. Consider, a logic in which not all possible combinations of properties are allowed, as in a Boolean logic. There are many ways to restrict combinations; here we consider three very simple types of consistent pattern that an observer interested in distal causal structure might naturally focus on.

The three types, taken together, suffice to define a reduced logic suitable for the extraction of aspects of causal structure. In particular the logic will take the form of an algebra, in which causally coherent models of the environment are expressible as algebraic expressions. Interpretation of an observed worlds such as \( \mathcal{W} \) above is then accomplished by finding the minimal solution to a certain inequality in the algebra.

(1) One obvious type of distal causal structure consists of one abstract property causally entailing another; this would correspond in the observables to one feature logically implying another:

\[
\sigma_i \rightarrow \sigma_j, \tag{4}
\]
where $\rightarrow$ is some transitive, reflexive binary relation on $\Sigma \times \Sigma$. The observer's implicit underlying theory that the environment is "causally coherent" corresponds to a tangible belief that such implicational constraints have a tendency to exist and to be maintained consistently throughout a given world. Hence it is natural to express a given set of observations in terms of which pairs of properties $(\sigma_i, \sigma_j)$ obey $\sigma_i \rightarrow \sigma_j$.

What patterns of property covariation does such implication impose on a property set? Consider a property set $\Sigma = \{X, Y\}$. Without any constraint, the possible objects in this world comprise the entire lattice of subsets of $\Sigma$:

$$\begin{array}{c}
0 \\
X \quad Y \\
XY
\end{array}$$

in which each edge connects one object to another that contains exactly one more property, and 0 denotes the empty property string. This lattice, in effect, fully expresses the structures extant in a given world, and ranks them by "degree of structure." Lattices (and related partial orders) allow for a rich representation of such interpretations; see [12, 5, 6, 7, 27, 28, 14].

Now we introduce the implicational constraint $X \rightarrow Y$. This rules out the combination $X$, yielding the reduced lattice:

$$\begin{array}{c}
0 \\
Y \\
XY
\end{array}$$

This lattice is a sublattice of the previous one, i.e. a restriction of the lattice partial order to a subset. A wide variety of other shapes of lattices can be obtained by adding other constraints in larger property sets, but, critically, not all patterns are possible. In particular only so-called "distributive" lattices occur (see [3] for an introduction, and [4, 9] for discussion of the significance of this restriction).

(2) A second type of consistent world structure occurs when one property $\sigma$ holds consistently across all extant structures. Algebraically, this can be regarded as the result of "adding," or appending $\sigma$ to each string in an observed set. (Recall that each object is really just a set of properties, so no duplicates are allowed.) For some set of objects $\{X_i\} = \{X_1, X_2, \ldots\}$, we write

$$\{X_i\} + \sigma = \{\sigma X_i | i = 1, 2, \ldots\}. \quad (7)$$

For example,

$$\begin{array}{c}
0 \\
X \quad Y + A = AX \quad AY \\
XY \\
A
\end{array}$$

Addition of a fixed property does not change the shape of the resulting lattice, but simply adds a property to each node. Hence a distributive lattice plus a property is still a distributive lattice.

(3) The third and final component of the "structure algebra" is the necessary acausal component, namely orthogonal combination with causally irrelevant properties. Formally, such combination is simply the "direct product" (Cartesian multiplication of sets plus an induced partial order). Any fully Boolean lattice, such as Eq. 5 above, is isomorphic to the product of some number of two-element chains:
From our point of view, a Boolean lattice is simply a distributive lattice with no impicational constraints—i.e. a special case of distributive lattices. Moreover, the product of distributive lattices (including Boolean ones) is distributive.

Hence the three components of causal interaction reduce to the following “algebraic” form: take some intrinsic causal interaction \( \omega \subseteq \Sigma \times \Sigma \), consisting of a set of impicational constraints on \( \Sigma \); multiply the entailed distributive lattice by some set of orthogonal properties \( \beta \subseteq \Sigma \); and then add some set of properties \( \alpha \subseteq \Sigma \). The result is a distributive lattice of the form

\[
\alpha + [\beta \times \omega]; \tag{10}
\]

this expression captures the general form of a system that interacts causally in the way our hypothetical observer expects systems to behave.

Now, working backwards from an observed world \( \mathcal{W} \), projected into a property set \( \Sigma \), the observer would seek to find the (unique) minimal solution \( \beta, \alpha, \omega \) to the expression

\[
\mathcal{W}|_{\Sigma} \subseteq \alpha + [\beta \times \omega], \tag{11}
\]

which represents the default interpretation of the causal structure of the observed world \( \mathcal{W} \). Given some extremely general formal assumptions [9] the solution to this inequality is the most preferred interpretation of the observed pattern, in that preference for any different solution consistent with the observations would be unstable or inconsistent.

The solution to Eq. 11 has three components: a component of ever-present properties \( \alpha \); a component of causally irrelevant properties, \( \beta \); and, most interestingly, a component of causally interacting properties \( \omega \). For a given set of observations, it is really \( \omega \) that captures the structure in the situation: an empty \( \omega \) indicates a completely structure-less environment in which all variables interact orthogonally. Hence in the sequel we will be primarily interested in the structure of the solution \( \omega \); when it is desirable to emphasize its origins, \( \omega \) obtained as part of the minimal solution to Eq. 11 on a set of feature strings \( \{X_i\} \) will be denoted by \( \hat{\omega}(\{X_i\}) \). Notice that \( \alpha, \beta \) and \( \omega \) are disjoint, and their union is \( \Sigma \)—that is, solving Eq. 11 really amounts to partitioning \( \Sigma \) into constant, causal, and acausal components.

Note that the Eq. 11 is not an equality, because as mentioned above not all observed worlds exhibit a coherent causal structure exactly. The inferred world, that is, can exhibit a more coherent structure than do the actual observations, yielding a “regularized” interpretation. This regularization and its formal conjugates may be regarded as accounting for the general tendency of human observers to simplify interpretations, even to the point of ignoring portions of the data—but somehow fixing on just the right generalization.

It is instructive to consider the resemblance between Eq. 11 and the equation for a straight line (or plane or hyperplane): in the analogy, the constant term \( \alpha \) plays the role of the constant intercept, the implication set \( \omega \) plays the role of slope, and the orthogonal term \( \beta \) extrudes the line out into additional dimensions. In this sense, the interpretation of structure entailed by Eq. 11 can be thought of as the observer regressing a set of observations to a linear (i.e., pure-implication) model.

**Example 1: The amoeba world.** Now
we return to the amoeba world of Fig. 1. The minimal solution here is

\[
\hat{\alpha} = A \\
\hat{\beta} = B \\
\hat{\omega} = E \rightarrow C, C \rightarrow D, D \rightarrow C. 
\] (12)

This solution corresponds to the lattice:

\[
\begin{array}{c}
A \\
AB & ACD \\
\boxed{ABCD} & ACDE \\
ABCDE
\end{array}
\] (13)

which is a sublattice of \(2^E\), equivalent to the expression

\[
A + \begin{bmatrix} 0 \\ 0 \\ B \times CD \\ CDE \end{bmatrix}. 
\] (14)

In either form, the solution has a natural interpretation. The \(\alpha\) component means that all objects in this world are blob like (A). Notice that the regularity that all objects in this world are drawn from the same general type (blob-shaped objects), which is intuitively obvious to the human observer, is captured by the algebraic solution. This obvious aspect of the structure of the problem would not be captured by conventional procedures not oriented towards the recovery of world structure.

Continuing, the \(\beta\) component means that being shaded has no causal meaning—this property is not a cue to any other structure in this world.

The \(\omega\) component is most intriguing. It contains a cycle, i.e. a set of \(\sigma_i\)'s that imply each other:

\[
\text{has nucleus} \leftrightarrow \text{has dotted membrane}. 
\] (15)

This cluster of mutually correlated properties suggests a “mode,” or, one might say, a species: a subpopulation in which certain properties consistently co-occur [25, 18]. These will be discussed in more detail below. Secondarily, some though not all of these dotted-membrane, nucleated objects are large; again this is not an arbitrary relationship, but rather the former is a precondition of the latter.

Notice that according to the inferred interpretation, one node in the above lattice, indicated by a box, is actually missing from the observations. That category, the observer infers, is possible under the underlying causal structure of this world, and ought to occur occasionally. This is a direct manifestation of how the the weakness of the logic enables the observer to make strong inductive inferences about the world, and how these inferences are regularized with respect to observations.

**Example 2: A “Bongard” problem.** A second example of inference using the “structure algebra” is provided by the classic visual induction problems of Bongard [2], often held up as a benchmark of intelligent generalization. Each problem consists of twelve panels such as those shown in Fig. 3, six on the left and six on the right. The problem posed to the observer is to generalize from the examples given to the presumably infinite classes
exemplified by the two groups, somehow ignoring the concrete but nevertheless uninteresting distinctions among panels on each side (e.g. some are larger, some smaller, some shaded, some not, etc.).

The dichotomy between the two groups is conveniently labeled ("left" and "right") by an oracle, thus making this an example of a supervised induction problem. The essential problem here is to fix on the correct properties suitable for distinguishing the two groups; we will not address this problem here. Rather, we focus on how the algebra expresses the structure inherent in the Bongard set-up.

The canonic Bongard problem is in essence constructed as follows: twelve objects of some general type $A$, of which the six on the left have some property $X$, while the six on the right have $\neg X$. On top of this, some distractor properties $B$ are added, which interact orthogonally with $X$ on both left and right sides.

Of course this composition is reminiscent of the composition of the structure algebra itself, and it is no surprise that the algebra captures it neatly. To see how, consider that the oracle's labels "left" and "right" can be regarded as another feature, coded as $L$ and $\neg L$. Now the Bongard problem can be regarded as a world $W_B$ in exactly the sense defined above. The structure of this world is captured when it is projected into the alphabet $\Sigma_B = \{A, B, L, X\}$, in that

$$\hat{\omega}(W_B|_{A, B, L, X}) \supset \{L \rightarrow X, X \rightarrow L\}. \quad (16)$$

The cycle $L \leftrightarrow X$, contained in the solution $\hat{\omega}$, captures the fact that in the Bongard world the critical property $X$ consistently occurs on the left, and consistently fails to occur on the right. Moreover, this statement holds for any larger alphabet $\Sigma_B \supseteq \Sigma_B$. The structure inherent in the Bongard world is captured cleanly in $\omega$-space.

**Example 3: An unlabeled Bongard problem.** The above analysis of the labeled Bongard problem reduces the oracle's labels "left" and "right" to a property in $\Sigma$. Hence it makes sense to regard an unlabeled problem isomorphically, just so long as there is at least one property playing the role of the label $L$ in the labeled case. All that is required is that this property exhibit a consistent correlation (mutual implication) with the critical property $X$. The structure inherent in the world plays the role of oracle.

Consider the new population of amoeba-like objects shown in Fig. 4. It is intuitively clear that there are two categories of object here: one whose members are consistently $C, D$, and $E$ (i.e. has nucleus, has dotted membrane, and large), and other whose members are consistently not. Yet this simple and obvious inference is not easily captured by existing categorization algorithms, which generally either have to be fed a number of categories, or split data into new categories only on the basis of

<table>
<thead>
<tr>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
</tr>
</tbody>
</table>
ad hoc rules. Algebraically, though, the solution here is

\[
\begin{align*}
\hat{\omega} &= A \\
\hat{\beta} &= \emptyset \\
\hat{\omega} &= C \rightarrow D, D \rightarrow C, \\
&\quad C \rightarrow E, E \rightarrow C, \\
&\quad D \rightarrow E, E \rightarrow D.
\end{align*}
\]

This is a very structured solution—i.e. it has a large $\hat{\omega}$. In particular it has a 3-property cycle that clearly corresponds to a mode or subspecies, and points to a systematic distinction, of exactly the same type as the left-right distinction in the labeled Bongard problem. The inherent structure in the problem, rather than explicit labels provided by an oracle, is providing the necessary inferential leverage to recover the categories. In this sense, the structure algebra, and in particular the structure to be discovered in $\omega$-space, dissolves the boundary between supervised and unsupervised learning; the intelligent observer takes advantage of the structure inherent in the problem wherever it is to be found.

3 Modal forms in inferred structure

We now shift out attention from structure in the world to structure in the induced $\omega$-space, that is, from the structure of $\mathcal{W}$ to the structure of $\hat{\omega}(\mathcal{W}_\mathcal{G})$. In particular, we are interested in modal forms in $\hat{\omega}$: structures whose existence human observers seem to presuppose. Such structures, it is argued, constitute the inductive bias that accounts for human observers’ adept interpretation of complex systems.

We focus on two patterns: cycles and disjunctions.

Cycles. Among those who study human concepts, it is now a common (though not entirely uncontroversial) view that mental models of categories in the world (and very possibly the categories themselves) depend critically on property correlation—the tendency of some properties to occur with greater consistency in the presence of certain other properties (see [25, 26, 18]). Human interpretations of such correlations are prone to bias: we tend to seek positive examples of property correlations that we believe hold, while ignoring actual correlations that are observed but do not fit into any existing mental framework [15]. The bias towards such structure is natural for human observers, existing as they do in a world populated by well-defined, highly redundant subpopulations (“prototypes”) of objects exhibiting arbitrarily large sets of consistent features (the “Principle of Natural Modes” [1, 22]).

In the framework of the structure algebra, such prototypes naturally take the form of cycles in $\omega$: subsets of $\Sigma$ all of whose members imply each other under $\to$. As mentioned above, any such cycle can be thought of as a “species” a subpopulation exhibiting consistent structure. The crucial insight is that in a
natural environment, one can expect such cycles to be arbitrarily large: a genuinely distinct subtype can be expected generally to be distinct from other subtypes whenever new properties are considered.

Disjunctions. When multiple such subtypes exist within a given world \( W \), they correspond to multiple disjoint (non-overlapping) clusters in \( \omega \); this is the generic case. (These clusters are not necessarily cycles, because implication is one-way, but each may have a single cycle at its center.) Abstracting, we focus on these disjoint sets and define a notation to summarize them.

For a fixed property set \( \Sigma \) and \( \omega \), denote by

\[
C(\omega) = c_1, c_2, \ldots
\]

the partition of \( \Sigma \) into sets that are disjoint in \( \omega \): i.e. \( \sigma_1 \in c_1, \sigma_2 \in c_2 \) implies \( \sigma_1 \not\rightarrow \sigma_2 \) and \( \sigma_2 \not\rightarrow \sigma_1 \). Given an observed world \( W \), \( C(\hat{\omega}) \) provides a list of the observable subtypes in \( W \). Hence we call \( C(\hat{\omega}) \) the typology of \( W \) under \( \Sigma \), and each \( c_i \) a type.

A sufficient condition for the recovery of essential structure. We now are in a position to ask concretely an essential question posed more vaguely earlier in this paper: under what circumstances does a feature set allow the “essential” structure of a world \( W \) to be recovered?

First, we define a mapping that expresses how the structure recovered from one property set changes when the same world is projected into another property set. For two property sets \( \Sigma_1 \supseteq \Sigma_2 \), and a typology \( C_1 \) defined on \( \Sigma_1 \), define the mapping

\[
\pi : C_1 \mapsto C_2
\]

as the restriction of \( C_1 \) to the smaller property set \( \Sigma_2 \); this is the natural projection of \( C_1 \) into \( C_2 \). This projection maps one typology into another which is less informative, in that it is expressed in the more impoverished language \( \Sigma_2 \). Given the discussion above of the cycles as subtypes within an extant population, though, one might expect that the projection might sometimes preserve all that is essential about the larger, richer language \( \Sigma_1 \). This happens when the following condition is satisfied:

(Projection Condition) Given \( \Sigma_1 \supseteq \Sigma_2 \), and a fixed world \( W \), the projection

\[
\pi : C[\hat{\omega}(W|_{\Sigma_1})] \mapsto C[\hat{\omega}(W|_{\Sigma_2})]
\]

is an isomorphism.

This admittedly strong condition captures what we mean by \( \Sigma_1 \) and \( \Sigma_2 \) revealing the “same” structure in the world. The types extracted by the structure algebra via \( \Sigma_1 \) are, one for one, the same types as are extracted via \( \Sigma_2 \). Each type (cluster) may be reduced in size, but not so much that it has disappeared completely.

One final speculation completes this superficial investigation of the structure of \( \omega \)-space. Statisticians define the “true” value of a parameter by means of a convenient abstraction, the value the parameter in the infinite population—i.e., its value in a finite sample as the sample is allowed to get larger without limit. Analogously, we might define the “true” structure of \( \omega \) for a given world \( W \) as the structure of \( \hat{\omega}(W|_{\Sigma}) \) as \( \Sigma \) is allowed to get larger without limit—that is, as the expressive power of the description language grows without bound.

Consider the typology \( C_0 \) of this idealized, “true” \( \omega \). Now consider a property set \( \Sigma \) that satisfies the projection condition with respect to \( C_0 \); that is, \( \Sigma \) such that

\[
\pi : C_0 \mapsto C[\hat{\omega}(W|_{\Sigma})]
\]

(21)
is an isomorphism. Such a $\Sigma$ is complete with respect to the world $W$: it allows all of
the $W$'s structure to be revealed to the observer. This notion of completeness is comparable to the idea of “identification in the limit” of Gold [10] (see also [16]). Completeness in this regard does not mean that the description language is universal; rather, only that it is sufficiently rich to support a certain kind of structure-preserving mapping between the world and the observer’s inferences.

In this view, human observers’ great success in comprehending the structure of the natural world can be attributed to our possession of the right $\Sigma$—a description language that is complete, in this technical sense, with respect to the true algebraic structure of the particular world in which we evolved. For automatic interpretation systems to achieve the same kind of facility with artificial worlds—or indeed with any closed worlds—it would suffice for them to be endowed with similarly complete description languages. Finding such languages remains a daunting problem; the formalism presented here allows a precise characterization of what it would mean for this problem to be solved.

4 Conclusion

Researchers in fields concerned with automatic generalization and induction have, historically, tended to emphasize domain-independent procedures, regarding reliance on domain-specific knowledge as a circumvention of the inherent induction problem. But this may well be a false dichotomy. The approach taken here is neither domain-specific nor domain-independent; rather, we attempt to characterize the canonic forms that domain-specific structure tends to take across domains. Different domains—in the terms used here, different worlds—share the tendency to exhibit consistent causal structure. This paper has taken a step towards characterizing this causal structure in a general way, while articulating minimal conditions for its recovery by an observer. Intriguingly, these conditions are not expressed as constraints on the world $W$, nor on the language $\Sigma$ used to describe that world; but rather on the relationship between $W$ and $\Sigma$.

Clearly, the causal structure of worlds can be substantially more complicated than the minimal case of pairwise implication investigated here. Intriguingly, though, this simple model can account for a wide variety of hitherto mysterious human intuitions, particularly in perceptual domains, where the goal is to achieve a theory of “perceptual semantics.” Perceptual grouping, like the problem discussed above, is classic case of a problem in which human observers succeed effortlessly and easily out-perform conventional algorithmic solutions to an analogous problem (statistical clustering). Formal machinery closely related to that presented in the current paper (really a hierarchical, multi-resolutional generalization of that presented here) accounts for human interpretations with remarkable success [9, 8]. Efforts to extend this success to a wider range of perceptual problems are underway (see [9, 24] for pointers to future directions). This research is particularly exciting for the prospect it holds in forging a tighter mathematical link between models of perceptual interpretation and models of higher-level cognitive processes; and between models of human inference processes and models of automatic inference.
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