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Introduction

Worldwide, children must acquire the skills required to flourish later as adults in their communities. More and more these skills include the diverse set of literacy tools that support informed interactions with the environments of print, numeracy, science, communication, markets, work and transportation. Developments in the psychology of learning offer some clues as to how the world community might proceed to help countries and their education systems meet these challenges.

The emphasis in this paper is on the constructive nature of learning, a view that is currently in favour. To place this position in perspective, we briefly trace the history of the field from associationism to constructivism. We use the constructivist paradigm to examine current trends in the study of knowledge and the study of context, and the interactions between the two. The search for contextual models of learning has led to close examination of group learning and cultural models of learning, such as apprenticeships. Cultural models and other factors have increased awareness of the multiple influences on knowledge structures and have led to new efforts to define and measure competent performance and out-of-school learning options. Contrasting trends in current research point to the importance of considering implicit forms of learning as well as explicit ones.

The historical study of learning

Our associationist roots

The question of how people learn has always been a fundamental one in both psychology and education. Until recently, accounts based on, or consistent with, associationist theories of learning have enjoyed centre stage. Indeed, they continue to figure centrally in most connectionist models of cognition and learning. Accordingly, it is not surprising that scholars are still concerned with understanding the laws that govern the growth in strength of associations, including the laws about practice, spacing, frequency, response-stimulus compatibility, etc. (see Anderson, 1990; Schmidt and Bjork, 1992). These investigations have yield-
ed reliable findings but, as Anderson notes, they are of limited generalizability. This is especially so when one considers educational applications. Another limitation is the difficulty of transferring the findings (Salomon and Globerson, 1987). As Brown (1990) has noted, the tradition of using materials and tasks that are simple enough to analyze in a laboratory has often left unanswered the question of how to apply the outcomes of such work to the learning of complex materials in specific subject domains.

The active mind

Psychology and education have witnessed a theoretical sea change in the last twenty-five years. Until relatively recently, almost everyone accepted the empiricist's thesis that human infants start with mental blank slates, upon which the records of experience are gradually impressed. The common assumption was that newborns cannot hear, see or smell, that they spend their first year of life in a blooming-buzzing confusion and that they lack the ability to form complex ideas about the world. True, babies certainly are born with notably limited response abilities and spend much of their early life sleeping. Still, they are not simply passive receivers of data that wash over their sensoria.

In fact, healthy infants will use whatever limited response abilities they have to explore -- and even control -- their environments as soon as they come into the world. We have known since the early 1970s that infants work (for example, by sucking) for the privilege of looking at something that interests them. Kallins and Bruner (1973) showed that infants between 5 and 12 weeks of age learn to suck on a pacifier to bring a slide into focus and look at it until they are bored (that is, until they have habituated). They then let the picture go back out of focus -- until there is a clue that a new picture might be on the screen, at which point they will once again get actively involved in adjusting the quality of their view. This study is but one of hundreds that tell us that babies have the motivation and the ability in certain cases to explore their perceptual world (Gibson and Spelke, 1983).

It is now known that infants even possess com-
plex learning, thinking and interactive abilities. For example, during their first year, infants pay attention to number-relevant input as demonstrated by the inclination to match the number of drumbeats they hear with one of two slides that has the same number of items on it (Starkey et al., 1990). A similar early cross-modal mapping skill allows them to match a sad face with a sad voice (Walker, 1982). Their interest in and knowledge about three-dimensional objects is demonstrated by the fact that they are surprised by impossible events, as when one object seems to pass through another (Baillargeon et al., 1986). Such findings have led psychologists and educators away from the idea that infant minds are blank slates, incapable of complex learning and thought. Even though infants are preverbal, they participate actively and selectively in their learning about the world around them.

Similarly, from a very early point in their lives, children are motivated to persist with a task -- seemingly on their own and without external reinforcement -- until they have mastered some game, problem or area of knowledge. A famous example of this active involvement in learning comes from Piaget, who tells of his infant daughter's attempt to push a toy she was holding horizontally through the vertical bars of her crib. The opening was not wide enough, but she continued to try until, eventually, she began to rotate the toy. Soon thereafter she rotated it enough for it to pass through the bars.

Further examples of children actively engaging in cognitive activities on their own are seen everywhere now that we are paying attention to them. Karmiloff-Smith and Inhelder (1974/75) describe one such case. They offered preschool children repeated opportunities (over several sessions) to balance each one of a set of blocks on top of another block. Some of the blocks had concealed weights and therefore did not balance at their geometric centres. Initially the children succeeded at balancing each block, no matter what kind it was, by using a combination of trial and error and brute force. When a trick block fell, a child moved it around while pushing down on it until balance was achieved. After repeated opportunities to play with the blocks, children started to behave as if they were systematically applying a 'blocks bal-
ance at their midpoint hypothesis. As a result, they now started to make errors with the trick blocks. These they placed aside, saying things like, 'don't work'. Of special interest is the fact that there came a time when children changed their strategy again, in a seeming effort to find an all-inclusive solution. On their own they came to realize that they would have to use a third block as a counterweight for blocks that they could feel would not balance at their geometric centre. Therefore, they were once again able to balance all blocks. It is important to highlight the fact that these children gave up the trial and error solution that worked in favour of a more systematic one. Had they not done so, they would not have generated the negative data that eventually encouraged them to find a yet more advanced solution.

This motivation to explore, even to work to explore, and then to master what is of interest is indicative of more general facts about the human mind. Learners are inclined to attend to things that they know something – as opposed to nothing – about. Second, they interpret what they encounter with reference to what they already know. Finally, there are at least some times when self-motivated exploration leads one to learn new things on one's own. Kuhn (1970) suggests that thought experiments are most likely to occur when a hypothesis has been tried exclusively long enough to generate outcomes that do not fit an initial hypothesis. This, he continues, yields one condition for learning, which is the need to resolve the conflict by finding a consistent account of all the data.

All of the above is consistent with Bartlett's and Piaget's idea that knowledge is constructed by the learner, and it fits well with the strong theoretical commitment to some form of constructivism in a number of research centres around the world (see Glaser, 1991, and McGuinness and Nisbet, 1991, for reviews from the perspectives of the United States and Europe, respectively). Of course, these characterizations of children as active explorers and self-motivated learners take as given that the children are well nourished and free of disease. Even the relatively brief period of food shortage that occurred in Kenya during the 1984 drought influenced these active-learning tendencies in Embu schoolchildren: an ongoing longitudinal study of the effects of malnutrition on development made it possible for McDonald et al. (in press) to observe a drop in school-aged children's attentiveness during school tasks and a drop in activity in the playground. Although attentiveness rebounded once the food shortages abated, play activity did not.

The structured mind

The tendency actively to seek out, select and interpret inputs goes hand in hand with another important fact about the mind. This is that human beings develop organized knowledge bases. We are not all that good at remembering a collection of random inputs and are far better able to remember that which is organized, especially if we impose the organization on the information ourselves (Mandler, 1984). This means that coming to understand and know is as much an active process as is attending to the world. Indeed, to the extent that we already have knowledge in an area, it is easier to find yet more things that are related to this knowledge and therefore to learn even more about what we already know. We actively use what we know to make sense of our interactions with the environment. Put differently, knowledge can help make some aspects of the environment more salient than others. It can even alter our interpretation of that environment. For example, it takes training as an archaeologist to see that something lying on the sand at an archaeological site is a piece of old bone. The same object might not even be noticed by the untrained eye (that is, it would not be salient) and, if it were, it would probably be interpreted as just another stone.

Other trends have fed the growth of attention to a more cognitive approach to learning. These have included the reintroduction of the study of attention as a centrally controlled process (see Shiffrin, 1988, for a review), the uptake of the computer metaphor of mind, following successful efforts to use computer models for complex activities (Newell and Simon, 1972) and the growing appreciation of Piagetian theory as well as of other structural accounts of mind (for example, Chomsky, 1965). Subsequent demonstrations of the centrality of knowledge-rich structures (for example, Chi and Ceci, 1987) have led cognitive,
developmental and educational psychologists to work on structural descriptions of different knowledge states and to recognize learners' tendencies to relate novel inputs to what they already know. Understanding the organization and structure of knowledge and its impact on learning have become the central goals of psychological investigations of learning, both in and out of school settings.

Research concerning the nature and organization of knowledge and how it influences further learning has moved to the forefront in many countries, possibly because empirical progress in this area can inform the teaching of complex bodies of knowledge. We now know that the ability to form organized knowledge bases and to use related structures provides learners with powerful storage, retrieval and transfer tools. Structures serve as memory organization devices for keeping together related material, even if the material is not yet well understood. Mental structures also support inferences and, therefore, transfer. For example, if we are told that something called an Echidna is an animal, we can access our memory about animals to find information that can be transferred to this new case. Doing so allows for the inference that an Echidna eats, breathes and moves by itself, even if we have never seen or learned about one in our entire lives.

Theoretical descriptions of knowledge states vary along two continua. The first dimension pertains to the units of analysis that theorists emphasize. Two classes of models in which this dimension is considered are information-processing models and structure-specific models. In general, the former emphasize general process notions such as processing speed, short-term memory, connections, long-term memory, etc. (for examples, see Anderson, 1990, and Halford, 1989). The latter emphasize structures and mental models, although they vary as to whether they make use of domain-general structures like logical ones or more domain-specific, content-relevant structures, rules or mental models. The second dimension of theoretical descriptions of knowledge states pertains to whether contexts are given a central role in the theory and, if so, to what extent context is emphasized. The wide range of researchers who are concerned with context are particularly influenced by Vygotsky and his focus on the socio-historical-cultural settings for development and/or his concern with metacognitive skills.

Some theorists' concerns fall at the intersect of points on the above dimensions. Others focus their efforts exclusively on one of the issues captured by the outline. For example, Case (1985), Haldor (1990) and Siegler (1991), who are often dubbed neo-Piagetian, combine information processing and Piagetian theory. Lave and Wenger (1991) focus almost entirely on the effect of contexts, so much so that they resist efforts to make generalizations about learning across settings. Others prefer to appeal to the different mental models or structures and/or the related action: goals that organize content domains (for example, Brown, 1990; Carey and Gelman, 1991; Karlinoff-Smith, 1992). Although there are significant theoretical consequences associated with these different choices, most are committed to the idea that concept acquisition involves the building of structured or complex knowledge systems as a function of learning opportunities. Coherent mental structures enable inference-making and understanding.

The constructivist mind in education

Since constructivist inclinations are at least as characteristic of children as they are of adults (Mandler, 1984), the shift from the model of learner-as-depository of inputs to a model of learner-as-interactive-interpreter of inputs has important implications for education; in particular, we can no longer assume that children start school with little if any knowledge of the topics we propose to teach. Children start building organized representations of their social and non-social worlds early in development. What they have already learned, usually in informal and implicit ways, is used to interpret what they encounter in the classroom and in other settings in their lives. This means that what we teach is interpreted, not just absorbed, even at the beginning of school. Therefore, we need to consider what assumptions, beliefs and knowledge children bring with them when they start school (for example, Carey, 1985). Although knowing something about a target topic can facilitate further learning, it need not. In fact, what the learner and
teacher assume or know can form barriers to the instructional goals of schools. This can happen for several reasons.

First, children start developing naive theories about the world they interact with before they start school (Carey, 1986; Hatano and Inagaki, 1987; Keil, 1989). For example, Hatano and Inagaki showed that 5- and 6-year-old children in Japan knew enough about animates to answer that they could not keep a baby rabbit small forever because it would grow as it ate more and more. Similarly, comparably young children in various countries develop a principled understanding of counting (Gelman, 1982; Resnick, 1989). Gelman and Meck (1986) report that 3- and 5-year-old children are able to distinguish standard left-to-right counts of a row of items from novel but correct counts, for example, one that starts in the middle of a row and comes back around to the beginning of the row. Researchers repeatedly find that children invent solutions to addition problems. The following from Carpenter and Fennema (1989) is illustrative:

A first grade student (about seven years old) was asked to add 246+179. He responded: 'Well, 2 plus 1 is 3, so I know it's two hundred and one hundred, so now it's somewhere in the three hundreds. And then you have to add the tens on. And the tens are 4 and 7...well, um, if you started at 70, 80, 90, 100. Right? And that's four hundreds. So now you are already in the hundreds because of that [100+300], but now you're in the 400's because of that [40+70]. But you've still got one more ten. So if you're doing it 300 plus 40 plus 70 you'd have four hundred and ten. But you're not doing that. So what you need to do then is add 6 more onto 10, which is 16. And then 6 more: 17, 18, 19, 20, 21, 22, 23, 24. So that's 124. I mean 424.'

These understandings can support problem-solving and the invention of further learning but can also impede them. Although knowledge about counting and its relation to addition supports learning about addition and subtraction with the positive natural numbers, the same knowledge can impede learning why fractions are numbers. Fractions are not the kind of thing one gets via counting (formally they represent the result of one number divided by another). Yet this mathematical truth does not keep children from interpreting their lessons as novel opportunities to apply their firm beliefs about the counting numbers. Many 8- and 9-year-old children tell us that 1/76 is more than 1/56 because 76 is a bigger number (Gelman, 1991). Although further instruction about fractions leads to some accurate learning about certain facts (such as 1/2 > 1/4), the tendency for children to assimilate the data about fractions to their notion that all numbers are the result of counting persists for a long time. It is well known that students all over the world have difficulties mastering the mathematical concepts that are related to the fact that fractions (more accurately, rational numbers) are true numbers. Well into secondary school, robust tendencies remain for pupils to order both fractions and numbers with decimals as if they were natural, whole numbers and for students to insist that the product of two fractions must be greater than either of the separate fractions (Fischbein et al., 1985).

Just as children form naive theories from observations of the physical world and from experience with certain practices before they enter school, they similarly acquire implicit cultural and sociolinguistic knowledge from their community (for example, Berntson and Makrokhin, 1989; Schieffelin and Ochs, 1986; Weisner, 1984). And again, the knowledge that children bring to the school setting has the potential both to help and to impede their performance on academic tasks. Cultural and sociolinguistic knowledge influences how children interpret the school setting, their sense of place, their ability to do well in school, the way people talk to them and so on. Often there is a match between the assumptions children bring to school with them and the learning-teaching goals of their schools. But this need not be the case (Cazden, 1988). For example, certain cultures and families do not encourage young children to 'show off' by answering questions to which adults certainly know the answers. Children growing up in such environments are at disadvantage in schools in the United States, the United Kingdom and Australia where a favourite pedagogical technique involves asking questions which have obvious and concrete answers (Siegal, 1991). Imagine the situation when a first-grade teacher asks: 'How much is 1+1?' Children who have not learned the sociolinguistic rule that allows for answering an obvious question may remain quiet (Heath, 1981). Their failure to answer is unlikely to be due
to a lack of knowledge; still, it will be so interpreted and therefore will reinforce expectations that these children will not do well in school. Just as the culture-specific pragmatics of language can pose problems for knowledge acquisition, so can natural language as a whole. Children's knowledge of a natural language can interfere with their learning the language of mathematics. For example, 'multiply' has different meanings in English and in mathematics (Orr, 1989).

These considerations bear on assesssments of competence and make it clear that competence is a multifaceted attribution. No longer can we focus simply on the question of what an individual knows about reading, mathematics, problem-solving, etc. For no matter how deep their knowledge might be in these domains, the display of it takes place in different settings. Knowledge may be shown in some settings but not others. Whether transfer from one setting to another will occur depends on at least two variables: general thinking skills (especially the kind that are called 'metacognitive', such as monitoring one's progress and evaluating strategy success and understanding) and interpretation of settings (recall the problem that might occur if the school setting is misinterpreted as one in which obvious, concrete questions are not answered).

Interpretations of settings depend upon knowledge and language use, people's attitudes and beliefs, institutions and so on, such that mismatches on any of these dimensions can interfere with displays of conceptual competence (Elbers, 1991; Gelman and Greeno, 1989). So impressed are some theorists by the effects of situations on performance levels that they argue that every situation is unique unto itself and that it is premature to attempt to establish principles about learning and its transfer (for example, Lave and Wenger, 1991). We do not go this far; rather, for reasons considered below, we share with others (for example, Brown et al., 1993; Ferret-Clermont and Schaubler-Leoni, 1989) the view that one can take the social and cultural knowledge of a community into account and still reach some generalizations about possible future directions for our schools.

There is a paradoxical fact about the claim that the young are active knowledge constructors. This statement implies that the motivation to learn and successful learning are part of the same acquisition mechanism, a view that will be recognized as very Piagetian. Yet, educators worry a great deal about the lack of motivation they see in students and are concerned about finding ways to foster or re-ignite the cognitively based motivation that is so prevalent in very young children (Stipek, 1988). An important step in this process involves identifying how characteristics of the teachers, students, classrooms, lessons and learning interact to influence student motivation (d'Ydewalle, 1987). Developmental, cognitive and cross-cultural studies of teaching style, classroom goals and lesson content not only inform us about different cultural instantiations of such influences, but they also allow us to determine how their variation may affect student motivation levels. For instance, textbooks for university-level courses in education (for example, Egglan and Kauchak, 1992) note that students are motivated to learn in classrooms in which order is maintained. Extreme differences on this classroom order variable have been noted between Japanese and American classrooms. Japanese classrooms are more orderly, even though the number of students per class is greater than in the average American classroom. The difference seems to be that Japanese teachers teach children how to pay attention and how to change activities with a minimum of upheaval while at the same time giving children responsibility for their own behaviour and that of their peers (Stevenson and Stigler, 1992). These things happen less often in American classrooms and may be just one reason why Asian students are said to be more motivated than their American counterparts. Obviously education at international and local levels will benefit from direct investigations of how this particular cultural difference in classrooms affects student motivation for learning. In general, we see this move toward motivation issues as an acceptance of Piaget's position that motivation and knowledge acquisition should be considered as opposite sides of the same coin.

Finally, it is important to remain aware that there is always a potential downside to learners' and teachers' constructivist tendencies, namely that they can lead us astray, to misunderstand-
nings and to misinterpretations. Of course this does not mean we are motivated to misinterpret or mislead. It can be a straightforward consequence of the way minds work. We can unknowingly misinterpret inputs (be they in school or out) on the basis of what we know already, just as we perceive illusions as a result of our normal perceptual processes. There cannot help but be times when we risk misinterpreting or even ignoring novel data, settings or events as a consequence of the normal mind’s inclination to attend to and/or interpret what we encounter on the basis of what we know and believe to be true about the world and ourselves. And, of course, the longer we wait to introduce the novel, the better the chance that established knowledge systems will ‘misinterpret’ what is presented, often unwittingly. This argument adds weight to the widely held view that education at the primary- and secondary-school levels is all important.

Our goal, as educators, should be to understand as much as possible about the knowledge systems, and the cultural and sociolinguistic customs that children bring to specific learning situations. Such an understanding will allow us not only to use what children already know so as to introduce new information and encourage transfer, but also to anticipate domains (such as fractions) in which learning may be impeded by children’s knowledge structures. Creating a better ‘fit’ between children and teachers can only serve to increase the motivation of both groups for their respective tasks. Key findings that bear on these goals are reviewed in the following sections.

The organization of knowledge

Discussions of the organization of knowledge usually refer to one of two questions: ‘What is the inherent organization of knowledge?’ or ‘How should knowledge be organized in presentation?’ In this section, we review findings relevant to both questions.

In the last two decades, research has consistently demonstrated that in every domain there are varying levels of understanding and that learning is a progression through those levels. More recently psychologists and educators have built upon this finding with investigations aimed at specifying the content of those levels in a variety of domains. This work is particularly important to educators interested in how the inherent organization of knowledge can provide guidance for the instructional organization of knowledge in order to assist the learner through progressive levels of understanding. Inputs need to be organized to represent vividly – and thereby cue in memory – the relevant facts and principles as well as the appropriate language and word meanings. We discuss various ways to do this, including how the clues and lessons gleaned from psychological research on the nature of concepts and classroom research, bear on methods of teaching mathematics and science. Our conclusion is that the previously prescribed sequence of presenting concrete inputs long before the abstract is not supported by recent research, which instead favours integrated presentations of concrete and abstract inputs for maximum conceptual understanding and transfer.

Levels of understanding

An important discovery about human thinking and learning is that we can represent the similarity between objects and events at many different levels, including ones that use deep principles about cause, objects, social goals and so on. It could hardly be otherwise given that we know that it takes about ten years of study and practice for one to become an expert at anything: several studies have documented this for fields as diverse as music, chess and diagnosing X-rays (Chi et al., 1988). Eventually experts come to organize their knowledge on the basis of principles of a domain. Although novices can solve a common set of problems, their knowledge is not organized this way. Chi et al.’s (1981) study of how novices and experts sort problems they both can solve illustrates the difference. Whereas novices group together problems with common props, for example a pulley or an inclined plane, experts group together problems that are related to a common law of physics, for example Newton’s laws of motion. For a variety of domains and goals, attention to principles or structure usually results in more flexible knowledge for future learning and problem-solving. Brown et al. (1993) build this
assumption into their curriculum, which is designed to turn classrooms into 'communities of learning' (see also Bereiter and Scardamalia, 1989). An important part of their approach involves their commitment to the idea that the classroom is made up of many zones of proximal development (Vygotsky, 1978), which they operationalize as

the distance between current levels of comprehension and levels that can be accomplished in collaboration with people or powerful artifacts. The zone of proximal development embodies a concept of readiness to learn that emphasizes upper levels of competence. Furthermore, these upper boundaries are seen, not as immutable, but rather as constantly changing with the learner's increasing independent competence at successive levels.

Brown et al. (1993, pp. 3–4) and Hatano and Inagaki (1986) similarly draw attention to the need to consider different levels of understanding in their discussions of contextual contributions to the development of routine vs. adaptive expertise.

Organized inputs

Embedded in the above are some general guidelines for teaching. The first is that curricula should be designed to move students from where they are through steps of understanding. Otherwise, the intuitive theories of novices are likely to leave open too many opportunities to misinterpret the novel. Second, teachers should use multiple and different examples or experiments to teach a concept in order to capture effectively the complexity of a concept (Spiro et al., 1989) and to promote development of a schema (a flexible, generalized representation of the concept) which increases the likelihood that a person will appropriately use knowledge of that concept in future problem-solving situations. Multiple and different examples of inputs that exemplify a structure are known to foster learning and transfer (Hatano and Inagaki, 1987; Fried and Holyoak, 1984). Achievement-rich representation of concepts enhances transfer (Catrambone and Holyoak, 1989; Goswami and Brown, 1990). Verschaffel and De Corte (in press) found that children's errors in solving word problems were frequently due to an insufficient knowledge base. In an investiga-

tion of how to develop a richer knowledge base, Catrambone and Holyoak (1989) presented subjects with multiple analogous word problems and measured transfer to the solution of a superficially different word problem. They found that transfer was best when subjects received three rather than just two analogues, when the wording of the problems emphasized structural similarities between the problems and when subjects answered questions on the analogues which forced explicit comparisons between the examples and enhanced development of a problem schema. This type of instruction is also likely to support language learning. For example, vocabulary learning is enhanced if students have ample opportunity to relate new language inputs to the conceptual cores they represent (Beck and McKeown, 1989). Put differently, vocabulary instruction is best embedded in conversations about the concepts to which they refer. In the case of science, for example, this means talking about and doing science while learning content and vocabulary.

Structural accounts of learning also place emphasis on the ways in which complex knowledge bases map onto the inputs offered for learning. Learners have a better chance of assimilating the input if there is a good fit between what is to be learned and what is known. The fit can occur because of an overlap between the structure of what is known and what is given for learning. It can also occur because there is a match between the number of structural units a student can process and the number embodied in the data (Case, 1985; Halford, 1990). Without such fit there is a risk that the input will be ignored or mistakenly assimilated into the existing structure and knowledge base (Gelman, 1991).

Clues from the nature of concepts

The fundamental role of organization in cognitive performance has led researchers to ask how to characterize our knowledge. Research on the nature of concepts offers a potent clue as to where to look to modify traditional assumptions. The work bears particularly on the view that knowledge about concepts is always built up from the concrete or the perceptual. Although it is true that both adults and children often organize their con-
cepts on the basis of perceptual similarity, they also make use of deep principles. It is now recognized that we are not relying solely on perceptual similarities to make decisions about which items belong in which categories, we would make a lot of assignment errors (Medin, 1989). Yet we do not. Thus, although a red tomato and a red apple look alike, we have no difficulty saying they are not in the same category. In the same way, although a whale looks more like a fish than like a human being, we can classify it along with the human being as a 'mammal'. When we do this we use principles of classification that override a classification based on perceptual similarity — even if we have trouble articulating that principle that led to correct categorization.

The implicit use of 'deep' relationships to categorize a variety of life forms is a universal achievement of the human mind (Atran, 1990). This does not rule out the role of culture, for the specific relationships that matter for a classification may depend on culture-specific accounts of the roles of certain objects (Murphy and Medin, 1985). For example, Bulmer (1967) reports that the Karam of New Guinea do not categorize a cassowary as a bird, because as a forest creature it has a special role in cultural ideas about the relationship between the forest and cultivation. The features of the cassowary that matter to the Karam are not those that matter for Western biological theories (Murphy and Medin, 1985), but both cultures share a dependence on deep, non-perceptual features of the cassowary for proper classification.

Just as we do not use simple perceptual similarity to categorize natural kinds, so we do not depend solely on surface appearances to classify artefacts. Young and old alike organize categories of artefacts on the basis of function and in turn use intended functions to determine how relevant a particular surface feature is to that function and thus how central it is to the concept. To illustrate, although an igloo, tent, adobe, house, cave, etc., vary widely in their shape and material, we classify them together because they all serve as dwellings and provide shelter. There are some similar perceptual characteristics — for example, an inside space — but these characteristics need not be the ones that are first apparent to the eye.

The deep principles used for categorization tasks need not be accessible to language. That is, we need not be able to state how our mind is making the categorization choices that it does. This kind of classification knowledge is often implicit. Similarly, explicit knowledge of causal principles enables the mind to take into account whether something moves on its own as well as some salient characteristics of the way it moves. Different peoples develop different culture-specific knowledge and theories about the causes and conditions of movement of the animate and inanimate items in their culture (Hatano and Inagaki, 1987). Still, these different models are built on a shared belief in the fundamental differences between the way animate and inanimate objects move. When we talked to a 5-year-old American child about a wooden bird hanging from the ceiling, he said: 'You know it's not a real bird . . . because it is too flat and too hard and is attached to the strings.' He tried in his own way to tell us that these are not characteristics of animate material, the kind of stuff that a real bird is made from.

In summary, representations of concepts are multilevelled. In many cases, people can rely more on deep, even implicit, principles than on perceptual similarities to classify objects and events.

**Lessons from the study of mathematics learning**

These new ways of thinking about the organization of knowledge have implications for educational programmes. Concept learning does not always proceed in one direction, from the perceptual (or concrete) to the abstract. In some cases, learning is maximized if the abstract is introduced alongside concrete examples. This is not to say that educators should move entirely to lessons that focus on abstract principles and knowledge. Rather, the idea is that a judicious mix of the concrete and the abstract will often enhance the development of understanding. Fortunately, we can share some examples of how this mix can be accomplished. Educators in Japan, the United States, Israel and Canada offer examples of successful integrations of concrete and abstract inputs in mathematics classes.

Visitors to mathematics classes for 6- and 7-year-olds in Japan and the United States will
notice a number of differences (Stevenson and Stigler, 1992). We focus on one particular kind: the different ways children are taught about number facts. In the United States, children might be introduced to these facts with the aid of various supporting materials. The idea is to introduce symbolic ideas with concrete, physical examples. The same materials might well be found in a Japanese classroom. However, they are used in a different way, for Japanese schools engage very young children in problem-solving and more abstract mathematical discussions about possible solutions from the start. For example, a child's erroneous solution to a problem might be written on the blackboard and used as a topic for class discussion. Were a teacher in the United States to do this, the children would surely be embarrassed, for attention would be drawn to their answers and to them as individuals. In Japan the error serves as an opportunity to engage the class as a group, a fact that helps explain why the child is not embarrassed. Similarly, correct answers serve as occasions to encourage children to think of different ways to state the mathematical problem, for example offering the idea that:

\[(3+4) = 1+1+1+1+1+1 = (2+2)+3 = 5+2 \ldots\]

In addition to differences in how individual class sections are structured, Japanese teachers tend to provide more linkage between sessions than do their American counterparts. For example, homework assignments are discussed in terms of how they relate to what was learned the day before. Coherence in the lesson is derived from this discussion and from the successful integration of the concrete and abstract data about the relevant principles of mathematics. This is accomplished in large part by having children talk about mathematics in the language of mathematics while learning to use algorithms for doing particular problems.

Similar factors contribute to Lampert's (1986) successful efforts to bring her 10-year-old students to a principled understanding of multi-digit multiplication algorithms. In one series of lessons she first had fourth-grade students (average age = 8.5 years) learn to tell 'math' stories, for example, about the total number of children attending parties when 43 children go to 26 parties or 26 children go to 43 parties and so on. Next they were asked to make up stories for multiplication problems, for example:

Teacher: Can anyone give me a story that could go with this multiplication...12 x 4?
Jessica: There were 12 jars and each had 4 butterflies in it.
Teacher: And if I did this multiplication and found the answer, what would I know about the jars and the butterflies?
Jessica: You'd know that you had that many butterflies altogether.

The class then proceeds to represent Jessica's story in a concrete way. They also take groups apart and make new groups of different sizes, which demonstrates the numerical principles of decomposition and recomposition as well as the distributive law of multiplication. Eventually students get to the point where they can make up multiplication algorithms, a clear index of their principled understanding of multiplication. Note that the children themselves never talk about the distributive law or any other mathematical laws, but they do talk in ways that are consistent with the language and structure of mathematics (something that many researchers consider especially important these days) (Brown et al., 1989; Voigt, 1989).

Research from Israel converges on the idea that students in math classes benefit from abstract inputs that organize examples they are mastering. Nesher and Sukenik (1991) addressed the difficulty that high-school students have with formal representations of ratios and proportions. Their goal was to offer instruction to support acquisition of both implicit and explicit understanding. The latter is a necessary foundation if students are to learn more mathematics. The students started with explicit representations of all entities in the expression \(a/b = c\). This was accomplished in a colour-mixing demonstration. Quantities of blue and yellow were mixed in water to generate green. Variations in the amounts of yellow yielded lighter and darker values of green. Students predicted how dark the green water would be as a result of mixing different quantities of yellow and blue. Since they received immediate feedback, they had an opportunity to compare their predic-
tions with the outcome and gain relevant information about ratios. This feedback enhanced learning to some extent, but the learning was most enhanced when these experiences were paired with the parallel relevant formal statements, quite likely because these offered a particularly apt structure within which to summarize the particulars of the experiment in a meaningful way.

A related example of the advantage of focusing instruction on the abstract, mathematical side of things prior to doing arithmetic problems comes from Griffin et al. (1992). They have designed a programme to encourage disadvantaged children to master conceptual understanding of the number line before they start arithmetic lessons. Doing this yields consistent positive effects across a varied set of cultural backgrounds, including Anglo-American, African-American, Latin American and recent Portuguese immigrants.

It is possible that the pairing of abstract mathematical talk with concrete examples emphasizes the fact that some natural language terms are false cognates in the language of mathematics. For example, although 'multiply' always means increase in a natural language, the same is not true in mathematics. Pupils are not warned of this difference, which surely contributes to their systematic errors on problems that require them to multiply two fractions together (Fischbein et al., 1985). A similar problem arises when 6- to 9-year-old children are asked to place either Arabic representations of whole numbers and fractions or whole circles or parts of a circle on number lines. They often place 3/3 where 3 belongs on the number line, saying either that we said 'three' or that they counted three pieces. From the child's point of view such items are simply further counting opportunities. In the absence of being told to the contrary, it is hard to imagine how they could come to the right generalizations. In fact, Gelman (1991) reports that training designed to encourage children to relate the mathematical descriptions, relations and terms for fractions to different representations of fractions (including numerals, number lines, parts of circles and parts of squares) increases the likelihood that children will accept the idea that there are numbers between the whole numbers.

Lessons from the study of science learning

The literature on science learning adds weight to the theme that inputs should be organized in a way to support learning about relevant facts, the scientific principles that organize them and the related language. The reason, once again, is that people's misconceptions are tied to the way they reason and talk about scientific phenomena. For example, when people are asked to explain why objects stop moving, they typically talk about the loss of something akin to impetus inside the object. One subject told McCloskey and Kargon: 'At first, it [a toy car] still has the force from the push, so it's going fast; as the force decreases the car slows' (1988, p. 55).

As the authors point out, such talk fits well with pre-Newtonian conceptions of physics and the idea that forces are internal to a moving object. There is no reference to the Newtonian idea that the car will move at a constant velocity (for a given time) in the absence of the application of an external force. It is important to note that such answers came from students who studied a year of university-level physics and did well in their course. Furthermore, many of the same students tell interviewers that a ball will emerge from a circular tube and continue to go around in circles, as if the object's impetus will make it continue doing what it is doing already (McCloskey and Kargon, 1988). For these students, physics instruction was laid on top of a potent intuitive theory of motion. Typically, no effort is made to take intuitive theories into account, let alone confront them and organize instruction to create the conditions that might support conceptual change. Much like the case of mathematics instruction, supporting conceptual change means trying to increase understanding of core concepts and how principles relate these concepts to each other. It also means trying to move students to use the language of science in a way that is consistent with the concepts of science. And again, there are false cognates in the natural language. Whereas acceleration means 'speed up' in conversational English, it means 'change (positive or negative) in velocity or direction' in physics. Thus a decrease in speed involves negative acceleration.

The way in which language both impacts on and
reveals conceptual understanding is a recurring theme in educational research in mathematics and science. Our discussions point out that language has two roles in conceptual learning: learning the appropriate word meanings determines understanding of the accompanying principles, and achieving a level of understanding that allows articulation of concepts signifies a step beyond the implicit understandings which support judgement that cannot be expressed. Repeatedly historians of science note how the meaning of scientific terms is related to the concepts and the principles that organize these terms in a given domain of science (for example, Kitcher, 1982; Kuhn, 1970). Advances in our understanding of scientific concepts therefore move in concert with our acquisition of the language that refers to these. Learning about the language of science and the concepts therein can be thought of as learning about the two sides of a coin. Progress in learning about one bootstraps progress in learning about the other. The lesson here is that science instruction should involve students talking about and doing science at the same time as they are being introduced to the content of the discipline. A related lesson, one proposed by a number of researchers (Brown et al., 1993; Carey, 1988; Linn and Gelman, 1987), is that science instruction should focus on a limited number of key themes (for example, variability, interdependence and conservation) that organize a large range of phenomena and concepts.

Some cautionary notes

Finally, we offer three cautionary notes concerning the organization of knowledge. First, the emerging advice is not that schools should forget the concrete and focus on the abstract. Instead it is that schools should make efforts to teach content, language and domain-relevant principles together. The goal is to enhance the probability that learning about any of these can bootstrap learning about any of the others. The ultimate goal is understanding, but it is unlikely to be achieved if care is not taken to anchor the steps along the way.

Second, there is much current speculation about the need to develop expertise and encourage talk about the domain being taught. All seem to agree that the traditional recitation form of talk, where teachers ask questions in rapid succession and children are expected to give a ‘right’ answer, has failed to encourage learning how to think and talk about the domains in question (see Cazden, 1988, for a review). Similarly, many concur that a major part of learning involves acquiring coherent knowledge about a domain. Although many research-oriented educators encourage instruction designed to challenge students’ naïve, intuitive concepts, encourage conversations about the content of the domain, ask teachers to take time to let their students fumble around for an answer and propose that students be encouraged to challenge and experiment, few offer guidelines for doing this. One approach is the use of thematic organization which allows students to explore a concept deeply to discover not only the relevant facts, but also the principles and language meanings tied up in that concept. However, as Goldenberg and Gallimod (1991) point out, it is hard to accomplish these goals in short teacher-training workshops and without finding ways to support teachers and schools in their efforts to change.

Third, theorists note that it takes time on task to achieve any understanding of new scientific and mathematical concepts. As Anderson (1992) concluded, the variable that consistently distinguishes groups of students who do and do not master these areas is the amount of time spent engaged in a task. There is simply no getting around the fact that elementary- and high-school students in Japan, for example, spend many more hours studying mathematics than do their counterparts in the United States.

In sum, advances in our understanding of the nature of concept learning offer clues for improving instruction, be it about history, reading, mathematics or science. In particular, it is no longer clear that instruction has to proceed from the concrete to the abstract when the goal is to ensure understanding of the abstract. Although the concrete sometimes can illustrate the abstract, it does not, on its own, offer unambiguous interpretations of the relationship between the principles of a domain (for example, mathematics and science) and their concrete applications. In order to prevent and rectify misconceptions, educators must provide guidance for students in how the concrete
is interpreted in language and symbols that are consistent with the target knowledge of the domain. We will return to the special role of language in the next section from a different but related perspective.

Putting learning and knowledge in context

Above we have resisted offering specific rules for taking laboratory findings into school systems all over the world. We now turn to our reasons for such reticence. Knowledge itself is dynamic and has multiple states, not just between learners of varying ability and experience levels, but within the same person at different times. Research in several areas of psychology has demonstrated that both the acquisition and use of knowledge is dependent on context. Converging evidence comes from cognitive psychology, ecological psychology and especially cross-cultural psychology. How the role of context should determine educational policies and methods is still being debated. In what follows, we discuss the pros and cons of one proposal for modelling educational practice on cultural traditions, the apprenticeship model.

**Evidence from cognitive and developmental psychology**

Bransford and Franks (1971) demonstrated that knowledge is not simply stored experience but is integrated with other knowledge. When given a recognition test for complex sentences which represented combinations of ideas presented earlier in independently presented, simple sentences, subjects falsely recognized the complex sentences, indicating that the related information in each of the simple sentences had been integrated rather than stored independently. Moreover, recalled knowledge is not retrieval of a static structure but a temporary construction based upon context, cues and goals at encoding and retrieval (Hyde and Jenkins, 1973). Several studies have demonstrated that recognition and recall changes when the context changes (Smith et al., 1970).

Developmental studies reveal a drastic change in performance with changes in task, environment and cues. For example, Shatz and Gelman (1973) demonstrated that 4-year-old children modify the complexity of their speech depending on whether they are talking to a child younger than them, to a peer or to an adult. Children of the same age, however, are ‘egocentric’ on Piaget’s three-mountain task: that is, they say that someone on the other side of the mountain will see the same view they do. Egocentrism is not a characteristic of a child; it is a characteristic of thinking in specific task contexts. Research shows that children and adults keep separate their knowledge of everyday mathematics and school mathematics. be they in Brazil, Côte d’Ivoire, Liberia or the United States (Lave, 1977, Saxe and Gearhart, 1988; Saxe and Posner, 1982). It is also important to relate the study of cognition and learning to the ecological settings in which learning is embedded (see Bronfenbrenner, 1986; Shaw and Bransford, 1977, for reviews).

**Evidence from cross-cultural psychology: the impact of culture, family and self**

Perhaps the most powerful lessons about how context determines learning and cognition come from studies in cross-cultural psychology. These studies have demonstrated that culture determines abilities, curricula and classroom style, and family expectations and self-expectations of the role of schooling and personal achievement.

Cross-cultural studies of the problem-solving abilities of various people underscore how much our conception of intellectual abilities and our methods of researching them are influenced by our culture. Cole and his collaborators provide many compelling examples of how the conclusion that ‘primitive tribal’ people cannot engage in abstract thinking is false. The initial evidence that Liberians lack the ability to classify, measure and do logical problems failed to take into account potent confounds of the setting. For example, when the Kpelle are asked to measure with standardized units of measurement, they do not fare well. But any conclusion that they lack an understanding of measurement would be quite silly; they are skilled measurers. It is just that they use content-specific units, such as one for cloth, another for distance and so on. This is an ex-
picially poignant example, for in point of fact the tendency to wed the unit of measurement to what is being measured is very widespread. We use a troy ounce as opposed to a liquid ounce when measuring gold and other precious materials. Indeed, the adoption of common universal standards is very much a twentieth-century development.

Stigler et al. (1988) offer us a different perspective on the need to consider cultural differences in the study of abilities. It has been widely assumed that tests of digit span, the ability to repeat back as many digits as possible given a random string of them, is a relatively pure test of short-term memory. We no longer can assume this. It turns out that Chinese-speaking children have much longer digit spans than English-speaking children because the time it takes to say the count words is shorter in the Chinese language.

A comparison between American and Japanese children offers further lessons about the need to consider how cross-cultural factors determine curricula and classroom style. It is widely agreed that Japanese children score better on mathematics achievement tests—one computational or conceptual in their focus (Stevenson and Stigler, 1992). Above we considered one reason for this, the different kinds of lessons that students are offered. Some have suggested that American schools would catch up if they simply imported Japanese-style lessons. This would probably be a mistake given that the way students are offered the opportunity to do and talk about mathematics in Japan fits well with certain aspects of Japanese culture. Similarly, many features of the American curriculum reflect deep cultural factors and beliefs that influence educators’ choices. In the United States children are encouraged to develop as individuals. In Japan, the emphasis is on learning to share group values. Hence, the fact that schools in the United States favour efforts to individualize instruction and Japanese schools favour whole-class instruction are not theory-neutral facts. The tendency to give children in the United States individualized ‘seat-work’ in mathematics must be considered in the context of the constellation of cultural effects that influence choices about how lessons and schools are structured.

Clearly, any plans to change mathematics instruction cannot ignore the culture’s values and prescriptions about the way children should be raised to share the values and goals of responsible members of their society (Hatano and Miyake, 1991). It is against this backdrop that we turn to consider how people’s goals, values, implicit knowledge of their environment, social institutions, and culture influence their interpretation of learning tasks and the role and functioning of schools.

Specific family expectations and values concerning the role of children in society as well as the role of schools in their lives contribute to the network of variables that distinguish the schooling experiences of children (Rogoff, 1990). Compelling examples of the network of these relationships are appearing in a variety of reports. For example, Japanese mothers are more inclined to attribute their children’s school success to how hard they work in school, whereas American mothers will speak more of the role of native abilities. Vietnamese mothers prefer that the Australian schools their children attend focus on teaching school subjects; Australian mothers want schools to nurture their children’s social needs.

Along with parent’s expectations, different cultures can lead to differences in children’s goals and self-expectations. Bandura (personal communication) found that single African-American and Latin American mothers finish their high-school studies at dramatically different rates, >80 per cent and <50 per cent, respectively. Interviews revealed that the African-American students’ greater completion rates depended on their sense of place in their community. They said they knew that they could not count on others taking care of them and their children in the future. Therefore, they had to be sure to obtain the education needed for a good job. They also noted that their community encourages the use of grandmothers for child care. Latino students emphasized different issues, including the tendency of the family to stick together and take care of all of its children as well as the embarrassment of having an unwed mother in the family. These young women were encouraged to quit school and stay at home.

In many places in the world, girls and boys face different expectations about whether they will go to school, what they should learn and how long they should stay in school, and these different
expectations for girls and boys can influence factors such as attendance records. Families’ ideas about the developmental agenda for when and what children should do in the way of household chores varies as a function of sex (Goodnow and Collins, 1990). We know of 12-year-old Puerto Rican girls living in Philadelphia (Pennsylvania) who stay out of school whenever there is a household need that requires an English speaker, for example arranging for delivery of a washing machine or being available when a service person comes to the home. Their brothers do not provide this service for the family. These are not the kind of behaviours that are typical of ‘truant’ children. Instead they reflect the ways that families’ expectations of their children may not fit with those of the schools.

Variations in cultures are also reflected in variations in sociolinguistic rules. The ways in which languages map rules of discourse vary both as a function of the language and of the community that speaks the language. Politeness markers are typically indirect in English; there is no parallel to the French tu/vous distinction. Not surprisingly, then, the differences between direct and indirect requests in French do not map one for one onto the differences in English (Bernicot and Makrakhian, 1989). Given that knowledge of sociolinguistic rules influences children’s interpretations of both the agenda that schools set for them and classroom discourse, failure to appreciate such influences is likely to have serious consequences.

The effect of culture is not a uniform blanket across all the individuals in a group. Rather than influencing all members in the same manner, culture can have the effect of creating niches for individuals and setting certain expectations for them that can powerfully influence performance. Dweck and Bempechat (1983) draw attention to the difference between failure-oriented and mastery-oriented children. Mastery-oriented children treat obstacles as challenges, reasons to modify their strategies, reasons to try again, etc., and thus fit our model of the self-motivated learner. The same cannot be said for failure-oriented children.

Those who come to think of themselves as ‘not good at school things’, ‘too dumb to learn to read and do math’, etc., come to question their personal efficacy in school settings (Bandura, 1980). They invest a great deal of energy in minimizing demonstrations of failure on their part. They devalue school tasks, count on teachers knowing not to embarrass them by calling on them (Cole and Traupman, 1981) and expend a great deal of effort looking as though they are doing something when they really are not. Their failure-orientation influences their perception of their performance. If they get something right, it is due to luck; if they get something wrong, it’s just more proof that they are incompetent. We know that children’s cultural niche interacts with their sense of their self-efficacy, but we have far to go to understand the reasons and consequences of this relationship (Heckhausen, 1982; Sinha, 1982; Steele, 1992).

Of course, what families might want to do for their children interacts with issues of politics and economics. Desires to visit children’s teachers and help with homework do not matter if work and school schedules conflict, or if parents are embarrassed to admit they know less than their child because they were too poor to go to school. Prescriptions to read books or use hands-on science materials are hard to follow if there are no funds to buy them or if there is no transportation or food. And, subgroups who feel stigmatized or devalued may assume they are not competent to achieve high levels of success. Steele’s (1992) account of why 70 per cent of all African-Americans at four-year colleges drop out before they finish their degrees is a particularly disturbing example of the potency of these self-attributions.

The foregoing illustrates what is surely a universal truth. Successful transfer of research about school learning depends on our ability to transfer our findings in ways that fit, as well as possible, the implicit assumptions children, their families and their communities have about schooling and the topics that are taught. Unfortunately, there are no recipes for doing this. It is therefore crucial that attention be given to the way different influences on performance are likely to play out in different cultural settings. So, too, is it crucial to keep in mind different models of teaching and how they might be adapted to teach the range of literacy skills needed for successful negotiation of the challenges one faces as an adult member of a com-
munity. We turn to consider a class of models that is attracting a lot of research attention in educational settings these days—the apprenticeship model.

Apprenticeships as models of school learning

Some have proposed that the interconnections between knowledge and context are so extensive that we err in trying to teach knowledge and general decontextualized learning skills (for example, Brown et al., 1989; Lave and Wenger, 1991). This trend is consistent with scholars like Bourdieu (1972), who have focused on learning that involves participating in the practices of one’s community. Through the 1980s there has been a growing commitment to the idea that we should establish situated learning environments for transmitting the kind of knowledge schools were set up to teach. More and more attention has been paid to the possibility of using apprenticeship models to this end.

The appeals of the apprenticeship model are many. When they work, apprenticeships provide on-the-job training, limit the amount of negative feedback individuals encounter, offer a community of models for learners to watch and be watched and helped by, generate some income and constitute a social network. As Lave and Wenger (1991) point out, there are many cases in which the apprenticeship model does work, the case of how Liberians become tailors being an especially compelling one. Their characterization of the reasons for success serve as the background for Collins et al.’s (1989) proposal that schools become sites where students serve as cognitive apprentices. The goal is to lead students to share in the practices of those who work at acquiring and using knowledge of a particular kind. They use examples to illustrate what one might expect of a cognitive apprentice.

One example of how a cognitive apprenticeship system could work is Schoenfeld’s (1987) method of teaching college-level mathematics. He encourages students to bring problems to class to give him, the teacher, to solve. By doing so, he explicitly shows that doing mathematics is a complex business. It involves using heuristics, generating hypotheses, making guesses, reaching dead-ends and so on. Schoenfeld also works through problems with the class, an approach that leads to talk about and comparisons of different lines of attack, why a dead-end is a dead-end, why two seemingly different solutions both work, etc. Collins et al. (1989) argue that such discussions serve as the intellectual food needed for reaching explicit understanding, seeing the merits of strategies and being able to take on novel problems. In short, they propose that ‘cognitive apprenticeships’ mediate the development of the kinds of metacognitive skills students can use to approach related problems. We will return to a discussion of these skills and why, for us, this kind of teaching is more appropriately called a cognitive mentorship. We note that there is much in their proposal that fits with the kinds of themes developed above. Similarly, the notion Collins et al. (1989) call ‘cognitive apprenticeship’ overlaps a great deal with other model programmes that attempt to embed ways for students to talk about a domain in relevant ways and under domain-relevant conditions. But there are some notable differences.

Brown and his colleagues (Brown et al., 1993) consider it romantic to talk about inducing elementary and high school students into the cultures of historians, mathematicians, linguists or whatever. There is the very practical problem that practitioners of these cultures seldom teach school at these levels, a problem that would surely be magnified in places where there are almost no members of these cultures. We add that when such a model is used, the learners are usually graduate students who have been selected by the masters as especially likely candidates for success. That is, they already know enough and/or are talented enough to merit the master’s involvement in their apprenticeship. It is also important to recognize that there are likely to be individual differences in the apprentice level that individuals will rise to. In Senegal, all who are in training to become tailors learn how to do buttons and hems; only some move on to master especially intricate embroidery (Lucy Colvin Phillips, personal communication, 1992). Brown and his colleagues (Brown et al., 1993) continue that schools are cultural institutions expected not only to prepare citizens to take their place in the job force, but also to
help them learn how to solve problems and to master the new technologies and demands they are sure to confront in the future.

Despite the above cautionary notes, there are reasons to want to understand how and when apprenticeships can serve as teaching or learning models, for they are used successfully to prepare people for a wide range of jobs (mechanic, academic researcher, musician, hotel clerk, travel guide in the Okavango Delta, plumber, etc.). Apprenticeships have been studied as models of cognitive change by several researchers. Lave and Wenger characterize an apprenticeship as a 'legitimate peripheral participation', wherein the learning involves 'partial participation in segments of work that increase in complexity and scope' (1991, p. 80). Discussions of apprenticeships share a commitment to the central concepts of: everyday or authentic work activities; the presence of a master and a learner (or expert and novice); mutual participation in the work activities; the gradually increased participation by the learner/novice; reliance on implicit learning mechanisms like imitation and modelling; and a de-emphasis of explicit instruction. These characteristics of apprenticeship are related to the way roles, interactions and tasks are structured.

By definition, an apprenticeship includes at least one person who has mastered a skill and another person who desires to acquire that skill. They might be called master and apprentice, expert and novice, model and learner, but in all cases both are participants in the task. We believe that the embedding of these roles in a successful apprenticeship carries with it an assumption of eventual parity. Despite the differences in knowledge to start, a successful apprenticeship is meant to generate a new master. In this sense, then, the very concept of apprenticeship implies a future in which the learner shares the master's status. The concept that an apprentice is a future master grants legitimacy to the apprentice and creates maximum similarity between the roles (emphasizing only the current knowledge differences), and between learning and future performance. This characterization contrasts with the teacher-pupil relation. There is no presumption in school systems that all pupils will one day become teachers or assume roles of equal stature.

Apprentices interact closely with their masters and others in the same trade. This supports learning by imitation and is consistent with the fact that apprentices receive less explicit feedback and instruction than do students in traditional schooling environments. Lave (1977) observed that Liberian tailors rarely commented to their apprentices on their attempts to construct garments. Instead feedback came via attempts to sell the garments: the apprentice would know his success by the price of the garment. Similarly, Rogoff's (1990) notion of guided participation argues that a parent provides feedback on a child's performance by changing a task more than by commenting on it. As the child's role becomes more complex, the changing task not only allows new learning to begin but also provides implicit feedback about the success of the previous stage.

One reason feedback might be built into the apprenticeship setting is that successful models are omnipresent; that is, all members of a work group, including both masters and apprentices, serve as models by virtue of the fact that all are participating in the related work tasks. This is related to Lave and Wenger's (1991) conclusion that access, both physical and psychological, is an important contributor to successful apprenticeships. They report that apprentice butchers whose view of expert butchering activity was obstructed by the environmental layout failed to learn the necessary skills.

Access may vary with the medium and the task. Lave and Wenger (1991) acknowledge that not all expert models need be humans — one source of access to expert models is technology, especially in the form of computer models which can perform expert tasks. Access is surely likely to vary as a function of the cultural dimensions that contribute to shared status. Apprenticeship systems that require people to be slaves or servants are hardly systems for motivating individuals to assume the same level of skill as the master. For this reason, we might also imagine that the language used to talk about the different roles will matter. It is a different matter to be able to say 'one is in training to be a master' as opposed to 'one is a servant to a master'. Indeed, the word master takes on different meanings in these different linguistic contexts.
Research on the nature of implicit learning mechanisms helps explain some of the characteristics of apprenticeship learning. According to Reber (1989), implicit learning processes rely on 'lower level' cognitive mechanisms such as pattern perception. Implicit learning is known to result from repeated experience with stimuli, without awareness of the learning or an ability to talk about it. Typically, what is learned is about frequency and covariations between features, relations and other observable aspects of the stimuli. Learning is slow and depends on extended experience: it results in good, but not perfect, performance and extremely limited success on related transfer tests (see Holyoak and Spellman, 1993, for a recent review of relevant experiments).

The notion of access as defined by Lave and Wenger (1991) and the reliance on implicit learning provide clues not only about reasons for the success of apprenticeship in its many manifestations outside the schools but also about the limitations of using apprenticeship methods to meet the goals of formal education. Lave and Wenger's ideas of access should be kept separate from those advanced by theorists who use the term in theoretical discussions of ways to develop internal representations of knowledge and enhance flexible thinking. For Lave and Wenger, access refers to the availability and visibility of an external model of task performance. For others, access is related to understanding. If knowledge acquisition has proceeded to a point where one has a principle of understanding, then transfer is possible. This is because the principles can be adapted to a wide variety of settings, as long as they all offer relevant structured inputs. Brown and Campione (1981) argue that such access is possible only when a learner has reached a sufficient level of understanding to allow representation at an explicit, verbalizable level. Hatano and Inagaki's (1986) discussion of the varying levels of understanding revealed in routine expertise (the accurate performance of a task with little variance) and flexible expertise (the adaptive performance of a procedure under varied conditions and contexts) seems to correspond to the different notions of access discussed by Lave and Wenger (1991) and Brown and Campione (1981). When reliable, accurate execution of a task is the goal, the key to learning may indeed be external access to a performance model. But when flexible thinking is the goal of the learning situation, internal access is needed, and how that access is achieved may be remarkably different. This distinction is crucial because the ultimate goal of formal education is not routine performance but flexible thinking.

Similarly, implicit mechanisms create a means for learning fundamental things about how to do something. But the goals of formal education are more extensive. We aim to enable a student not only to do some task, but to alter it in order to do it flexibly, and to talk about it, in order to transmit it to others and to allow self-access as well as access for others to measure understanding and alter procedures as well. As we discussed earlier in the context of mathematics and science learning, talking about concepts is an essential part of the educational process, a part that is not possible without explicit— in addition to implicit— representation of those concepts. Articulation, not just observation and participation, is an irreplaceable element of formal education.

Lave and Wenger's (1991) criticisms of explicit learning conditions should be considered in view of these ideas about access and the nature of implicit learning. Educators, including those who advocate what has been called cognitive apprenticeship, continue to focus on teaching mindful strategies for problem-solving, decision-making and managing mental resources in the classroom because their goal is most frequently not routine expertise but flexible expertise. This is not to say that they have not been influenced by arguments about context effects. Indeed, it is common to hold the view that the most likely way to encourage general learning and thinking skills is to embed training in lessons designed to develop rich and organized knowledge bases (for example, Brown et al., 1993; De Corte, 1990). But it is clear that explicit instruction has not been and should not be abandoned. This is clearly seen in models of cognitive apprenticeship discussed earlier (Collins et al., 1989; Schoenfeld, 1987). Those models focus not just on providing external models of task performance, but also on the use of articulation and interaction (mostly verbal) as a method of developing and monitoring explicit understanding of a domain. Traditional apprenticeships do not
engage in such explicit instruction, according to Love and Wenger. To adapt the idea of modelling task performance for the classroom it is necessary to accommodate the goals of formal education, which include flexible performance and articulation of procedures and goals. For this reason, we recommend that a more appropriate label for these models is cognitive mentorship. A mentor, unlike the master of an apprentice, does not just create an opportunity for a student to learn - he or she instructs the student in what, how and why to learn as well. This latter type of instruction is often the hallmark of excellent educators and is the key to producing a motivated, skilful and eventually self-guided learner, which is the goal of many education systems.

One valuable lesson for educators in the comparison of formal education with studies on apprenticeship learning is that there is more than one way to learn. In her initial study of how Mayan mothers apprentice their daughters to the skill of weaving, Greenfield (1984) highlighted how the mothers stuck close to their daughters. Few errors were made because the mothers moved their charges through a series of steps as they were ready for them. Increases in the number of jobs available to adults can lead to changes in their roles as mentors, as illustrated by the work that Greenfield is doing in her follow-up of the next generation of families. She finds that many girls no longer learn to weave at their mothers’ sides. The reason is straightforward: their mothers now have additional tasks. Some are working on pieces specially designed for tourists to buy. Some young girls are learning by watching their sisters and trying to weave on their own. As a result, they are making errors that their mother might take out at night but not criticize them for.

There is surely more than one learning path to knowledge. It is neither necessary nor wise to assume that there will be one best way to transmit to our children the knowledge they need. Especially where the increasing complexity of life places more and more demands on adults to cope with and excel in a variety of areas, we should not be surprised if there is a continuing division of labour regarding the education of our young. There is evidence that this has already started to happen. Gelman et al. (1991) report that parents of young children (7 years old or less) vary their tendencies to use exhibits as teaching opportunities. They offer their children extensive guidance and information at exhibits about daily life, for example those about transportation, food shopping and visits to the doctor. In contrast, parents typically allow their children to visit by themselves the exhibits that feature numbers and science. The effects of exhibit type on parental involvement were salient enough to warrant a collaboration between Gelman et al. (1991) and a museum to develop alternative techniques for ensuring that children interpret and use the mathematics and science exhibits as intended. This led to an exhibit with an interactive video that started when sensors picked up the presence of someone at the exhibit. Children now responded to suggestions to experiment (and parents started to join in when they saw what their charges were doing).

Conclusions

The original notions of learning as a process of building associations have both multiplied and mutated. While some of these principles continue to be used in connectionist models of learning and in theories of implicit learning, it is clear that there are other paths of learning which go beyond these conceptions. We have seen that the learner is not a passive recipient, but an active constructor of knowledge who benefits from inputs structured around deep principles which advance the learner from his or her current level of understanding to deeper and more flexible levels of understanding. While understanding continues to be a somewhat mysterious notion, psychologists and educators agree that indicators of understanding include the ability to solve a variety of problems in a domain flexibly and the ability to talk in appropriate language about the principles which shape that domain. The role that contextual factors such as language, cultural models, and family and self-expectations play in learning has influenced new models of how these abilities are acquired. These models range from those that emphasize variation in context, methods and presentation format of problems in order to empha-
size the underlying principles of a domain, rather than surface similarities, to those that advocate importing models of instruction traditionally used outside of formal education as a more culturally relevant method of education. The debate about which methods are most suitable centres around the differences between instruction and education, what kinds of inputs and access are necessary, and the merits of both implicit and explicit learning. Recent research suggests that there are multiple ways of learning and that each has a role in education. Trial and error experimentation, imitation of models and more systematic explorations leading to testable principles all contribute to the development of a knowledgeable, flexible learner.
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The mathematics achievement of American children lags behind that of most students from other developed countries. While some view curriculum reform, better teacher training and smaller class sizes as ways to improve achievement, psychologists who study learning believe that improvement will come only when students spend more time effectively engaged in the learning task. One way to engage learners is to integrate computer-based tutors into the classroom. One such tutoring system is called model-tracing tutoring. The system is so called because the computer develops a model of the correct way to solve problems (for example, in geometry) and uses this both to interpret a student's problem-solving behaviour and to provide feedback about that behaviour. By choosing certain paths to a solution, the student guides their own learning as much as they are guided by the tutor's feedback. By proceeding step-by-step through a problem, the solution is reached by the student and the tutor rather than simply being given by a teacher. Research shows that computer tutoring systems increased geometry achievement by an average of one letter grade and accelerated learning as well. Providing such benefits to each student in the American education system will depend on programming hundreds of hours of instruction into tutoring packages. Changes in ideas about school organization, such as the role of the teacher as facilitator rather than instructor, and a de-emphasis on obvious tracking of students by ability level, are also crucial to the success of computer-based tutoring.


The experiment consisted of two parts, a habituation phase and a post-habituation phase. During the first phase, 5-month-old infants were first shown a screen as it rotated through an 180° arc, the trajectory of which moves towards and away from them. When their interest in looking at the rotating screen declined by 50 per cent, that is, when they habituated to the particular display, they were moved onto the second phase. To start this phase, the screen was stopped in an upright position and they were shown a yellow cube, placed to one side of the screen. Once the infant looked at the object, the experimenter moved it out of sight behind the screen. This set the stage for the post-habituation phase of the experiment. Once again the screen rotated toward and away from the infant. Given the physics of the situation, the screen should have stopped at about the 110° position of its rotation. But if, as it once did, it continued through an 180° arc (thanks to the use of trick mirrors), adults ‘saw’ an impossible event: one where the block behind the screen is repeatedly crushed and uncrushed as the screen moves through the 180° arc. Adults believe that one object cannot pass through another — save in the world of imaginary ghosts. If infants share our knowledge then they should be surprised by the impossible event. If, as Piaget concluded, infants this young believe that objects exist only as long as they can see them, then the impossible event should not bother them. This means that they should continue to be bored by the screen that passes through a full 180° arc and treat the 110° arc rotation as more novel. Infants looked more at the impossible event, showing that they must have changed their interpretation of the 180° arc event. If we consider just the surface information available to them, there is no difference between the impossible and habituated events. Both involve the screen rotating through a 180° arc. To treat these as different requires a conceptual interpretation of the conditions, that is, the fact that there is a solid block behind the screen.


Bassok and Holyoak discuss the reasons behind the finding that students' understanding of algebra solutions transfers readily to their attempts to solve physics problems, but transfer in the other direction (from physics to algebra) is highly problematic. The authors draw a distinction between the domains of algebra and physics based on the degree to which information taught within each domain is considered
context-bound. Students of physics are generally taught to solve a distinctive set of problems with a specific set of procedures. Algebra teaching instead tends to be more abstract and algebraic procedures are applied to a wide range of problems with varying content. Differences in the degree to which these domains are taught in a content-specific versus content-free manner are considered by Bassok and Holyoak to be the reason behind the asymmetrical transfer found between them. The content cues of physics problems (including the types of units) are assumed to limit the applicability of these problems to the solution of algebra problems. Transfer from algebra to physics is obtained more easily, presumably because of its content-free nature. The findings of Bassok and Holyoak suggest that the context of learning affects the learner's understanding of which features of programs in both the original and transfer domains are important to attend to.


Changing the ethos of the classroom has been the focus of several educational reformers. Brown et al. provide an example of an ambitious reconstruction of fifth- to seventh-grade biology and environmental science classrooms. Such projects appear to have great potential for improving not only the design of the education process, but also the students' attitudes towards acquiring knowledge.

Brown et al. describe their classrooms as 'communities of learners'. In these communities, students are inducted into the practices and discourse of the scientist. Their aim is not to reproduce the cultures of mathematicians and scientists in the classroom but to provide an authentic environment in which students may 'adopt the ways of knowing, discourse patterns, and belief systems of scholars'. In effect, their goal is to assist the students in learning to learn. Students acquire research, evaluation and communication skills. Brown et al. focus on 'depth of understanding and explanatory coherence', rather than 'breadth of coverage and retention'.

As participants in a community of learners, students specialize (or become 'authorities') in aspects of the class research topics that interest them most. The result is that students acquire distributed expertise. The students then collaborate and co-operate so that a shared knowledge base is developed. Brown et al. also refer to their classrooms as 'communities of discourse'. As such, students engage in constructive discussions of their findings. They jointly negotiate meanings and serve as critics of each other's work. Discussion takes place in an atmosphere of mutual respect. Students' questions are taken seriously and the students learn to listen to one another.

The goal of Brown et al. is for students to become 'intelligent novices'. As participants in communities of learning and discourse, it is hoped that students will develop the skills that will allow them to gain knowledge in any area they desire to learn about.


Many present teaching methods assume that knowledge comprises formal concepts which are theoretically independent of the situations in which they are learned and used. Students may learn many mathematical formulae and develop facility in demonstrating that knowledge. They may, however, have great difficulty in applying those formulae to the resolution of real-world problems. It is argued here that knowledge is fundamentally situated, that knowledge is not separable from the activity and the culture in which it is developed. Learning, then, is a process of enculturation; it requires exposure to concepts through authentic problem-solving activities.

The notion of situated cognition calls for more attention to learning activities which are context-embedded. Such cognitive apprenticeship methods involve students in activities and social interactions that are similar to craft apprenticeships. This approach is examined in two illustrative examples of mathematics instruction.


method described by Casden is termed ‘formulating’ or ‘reconceptualizing’. This final approach refers to teachers providing summaries of or expansions on children’s responses that serve to place the students’ answers in a wider context or to highlight connections that may be drawn to material that has already been discussed.


The authors contrast the methods by which experts and novices categorize and solve textbook problems in the domain of physics. The initial task was to classify a series of problems using whatever criteria they chose. Experts were found to sort problems based on the physical principles (energy laws, Newton’s second law, etc.) underlying the problems. In contrast, novices sorted the problems on the basis of their visual features, including the type of apparatus involved (levers, inclined planes, etc.). The novices’ solutions were more context-bound than those of the experts. The ways in which novices think about a problem are shaped by the problem’s presentation. Experts think about the problems more abstractly and use their previous knowledge to reshape the problems so that they are more readily solved.

Novices and experts also attempt to solve problems in different ways. Novices start with the variables that are given in a problem presentation and attempt to identify the formulae that include them. They continue their solution attempts by working forward from their initial equations. using algebraic manipulations eventually to determine the values of the unknown variables. The experts instead first reinterpret the problems and identify the key relationships involved in the problem description. Experts write fewer equations than novices because they have virtually solved the problems by the time they write their equations. They already know what they are solving for and move quickly toward their goal. The experts’ methods thus contrast sharply with the trial-and-error attempts of the novices.

Both the sorting and problem-solving methods of the experts and novices indicate that novices’ solutions are tied much more closely to the surface features of the problems than those of the experts. The experts’ greater knowledge base allows them to go beyond the surface features of problems; their solutions instead rely on more abstract principles they are based on.


In this paper, Dillon claims that when teachers use questions to stimulate discussion in the classroom, they often succeed only in reducing classroom partici-
pation. Dillon used a case-analysis method to study the effects of questions and their alternatives in five secondary-school classrooms. He found that students' contributions to class discussions became shorter and shorter as the instructor introduced more questions, regardless of the cognitive level of the questions. When the instructor instead used declarative statements to summarize and recast students' comments, shared his own opinion, invited the students to raise questions, or just remained silent, student talk not only increased, but became richer in content. Students became more personally involved, more students participated and more complex thoughts were expressed.


interpreting inputs from their environments. This approach therefore makes it possible that novices will ignore or misinterpret inputs presented to them in instructional settings because they do not share the purpose intended by those who design instructional materials. This paper applies the constructivist perspective to an exploration of learning in a children’s museum.

A series of studies is presented in which successive adjustments are made to an exhibit on causal reasoning that is based on a simple principle of physics. The exhibit consisted of two identical large cylinders wrapped with clear plastic tubing through which rubber balls can be rolled. The tubing was wrapped around one cylinder three times and around the other cylinder five times. The child’s task was to predict which of two balls, dropped simultaneously into the two tubes, would exit the tubing first. In the original exhibit, instructional information was provided only on signs. The adults accompanying the children rarely read the signs to their preliteracy charges. Consequently, the children failed to make predictions or to use the apparatus in a way that allowed them to make the relevant comparisons. A series of additions and changes were made that modified the exhibit. In the final version, a computer provided both visual and auditory demonstrations, questions and instructions were incorporated into one of the cylinders. These changes resulted in an increase in adult involvement. With the greater levels of adult interaction, the children were found to produce more scientific talk, to make predictions and to perform the relevant experiments.


Goswami and Brown’s findings dispute the claim that children can only succeed in solving analogies when they can use low-level associative reasoning strategies. The authors performed two studies in which higher-level relational responses were pitted against lower-level associative responses and mere appearance matches. In each of the experiments, 4- to 9-year-olds were required to complete a pictorially presented analogy of the a: b = c: d form by choosing the appropriate picture to complete the sequence. Children at all ages were able to solve the analogies. However, performance improved with age. Goswami and Brown’s results show young children to be more competent than has been shown in other studies of children’s analogical problem-solving. They attribute this difference to their use of pictures instead of verbal presentations of the problems. Goswami and Brown suggest that analogies are a potentially effective tool for learning for even very young children.


Griffin et al. discuss the Rightstart programme and its effectiveness as a tool for helping children develop the quantitative conceptual structures essential for the acquisition of more advanced mathematical concepts (for example, addition and subtraction) during the first year of formal schooling.

Griffin et al. conducted a study to answer four questions regarding Rightstart. The first question was whether or not the programme would be effective in the development of the ‘central dimensional structure’ (p. 12). The second was how effective Rightstart would be in comparison to other instructional programmes. The researchers also questioned whether instruction from Rightstart would help children transfer knowledge to other quantitative tasks. Finally, they were interested in how children who had been in the Rightstart programme would do in the first-grade setting (where instruction in arithmetic is minimal).

Portuguese kindergarten children in Toronto participated in the study. Subjects were placed into one of three programmes: (1) the Rightstart programme (experimental group); (2) a traditional early mathematics programme (control group A); and (3) a reading readiness programme (control group B). The groups differed in the amount of number training their members received. Participants in the Rightstart programme received the most extensive number training of all three groups. Children in control group A received training on some, but not all of the number components presented in the experimental condition. Children in control group B did not receive any number training.

Programme effectiveness was measured as the percentage of children within a group who could perform at the first-grade level. The results indicated that the Rightstart programme was more effective than either of the other two programmes at improving children’s
performance to the first-grade level. The majority of children in the experimental group demonstrated knowledge suggesting the development of a central conceptual structure, while only a minority of children who had been in the control groups demonstrated comparable performance. In addition, more children in the Rightstart programme transferred acquired knowledge to novel tasks, in comparison with children from both control groups.

The second study differed from the first in only two ways. Subjects were from various schools in the United States and some modifications had been made to the Rightstart programme. The results again indicated the effectiveness of the experimental treatment. Regardless of school and cultural background, the proportion of children who demonstrated knowledge which implied a central conceptual structure and transferred acquired knowledge to a novel task was greater in the Rightstart programme than in the other two programmes.


Hatano and Inagaki discuss the role of contextual factors in developing two forms of expertise, adaptive and routine. Both forms of expertise refer to the ability to perform procedural skills efficiently. Adaptive experts, however, perform these skills with understanding. They are able to explain the principles underlying the skills they perform and they can modify their procedures to meet the requirements of their tasks. Routine experts are highly efficient but they can apply their skills only to a limited range of problems. Their problem-solving lacks flexibility and adaptability.

Adaptive expertise is encouraged when people are exposed to variation in the repeated application of a given procedure. Variation may be built into a system or may be the result of one’s drive to experiment. Situations in which performance efficiency is rewarded on the basis of external evaluation and the focus is on the timely completion of the task will instead result in the development of routine expertise.

An example of the way in which the different types of expertise are encouraged is provided by a study in which college students were asked to translate a letter from English to Japanese. Some students were led to expect external evaluation while others were not. The students who expected their work to be evaluated spent more time on the task, verified their transla-


Keil argues that between the ages of 4 and 10 years children's basic knowledge of biology is acquired and restructured. Children's early biological concepts are based on their interpretations of surface phenomena. They reason in terms of clusters of surface features rather than the essences of things that appear in nature. Older children instead base their reasoning about natural phenomena on deeper, underlying characteristics that do not necessarily correlate with surface features.

Keil performed two experiments to test these assumptions. In his first experiment, 5- and 9-year-olds were asked to identify an animal based on a description of its behaviour and appearance. For example, a skunk was described as something that was 'active at night and smelted smelly stuff when it was attacked or frightened, and so on'. Children were good at identifying the described object based on its description and its picture. The children were then told that the animal's 'parents had been raccoons, that its babies had been raccoons, that its heart, brain and blood were like the heart, brain and blood of raccoons'. Children were then asked to identify the animal. The younger children continued to base their identifications on the animal's surface characteristics. Thus, they continued to call the animal a skunk. The older children instead claimed that the animal was a raccoon which simply looked like a skunk.

In Keil's second study, children were shown similar pictures (for example, a skunk), but this time they were told that the original animal's fur had been shaved off and replaced with raccoon fur. They were further told that the original animal had been made fatter and that its original tail had been removed and replaced with one from another animal. The resulting animal looked like a raccoon. When asked to identify the resulting picture, 5-year-olds again relied on surface features, this time identifying the animal as a raccoon. The 9-year-olds said the animal looked like a raccoon but it was really a skunk. Thus, Keil concluded that the 9-year-olds based their interpretations on the essence of the animal rather than its appearance.

The use of control items in the study demonstrated that all children tended to reason about artefacts in the way that the 5-year-olds reasoned about natural kinds. For example, a coffee-pot that was altered to resemble a bird-feeder was identified as a bird-feeder by both 5- and 9-year-old children. This result shows that older children distinguish between artefacts and natural kinds. Older children realize that artefacts which have been altered to take on the characteristics of another artefact can be identified as what they have been changed to because they do not share the same types of biological origins as do natural kinds.


This book explores different notions and examples of apprenticeship from the metaphorical invocation to investigating the historical forms. Lave and Wenger argue that apprentices learn to think, argue, act and interact by engaging in activities through legitimate peripheral participation with masters, people who are considered expert in the skills related to the activity. Initially the apprentices' participation in the tasks is partial and limited in scope. As skills develop, the work increases in both complexity and scope. The culture of the society determines the exact definition and role of the apprentices.

The authors examine five diverse examples of apprenticeship: midwives, tailors, quarrymasters, meatcutters and Alcoholics Anonymous members (AA: a self-help group for recovering alcoholics). The master role varies greatly from one example to the next and structure is dictated by the environment or work task and not by the teacher/master. This structure results in emphasis being placed on the curriculum and not on the individual teacher. For example, in the AA apprenticeship, a high emphasis is placed on 'reconstruction of identity', and stories are used to provide information. Here the two marks of apprenticeship are models/stories. Stories provide criteria for full membership. Alcoholics, in telling their stories, provide an explicit external model which allows the new members to reflect by comparing themselves to the model. Older members serve as masters by providing the model and reinforcing appropriate aspects of the new members' stories by picking up on certain themes while ignoring other aspects which are not appropriate.

Lave and Wenger develop a social anthropological theory of learning activities and environments where the emphasis is shifted away from the individual as learner to the learner as participant in a social world.


McDonald, M. A.; Sigman, M. D.; Espinosa, M. P. In press. Impact of a Temporary Food Shortage on Children and Their Mothers. Child Development. (Special Issue on Children and Poverty edited by C. Garcia Coli.)


O’Connor presents an example of an attempt to immerse students in the discourse practices of the mathematics discipline. She assumes that students will only be able to understand the discourse practices of the mathematics discipline when they enter into the practice of that discipline. Comprehension of the specialized linguistic patterns of a discipline is considered necessary for the development of conceptual, factual, and procedural learning as well as an understanding of the beliefs and values of the field.

Classroom discourse is thought to support students’ transitions from everyday to scientific uses of language by increasing students’ access to such language and by providing the support of a teacher who can orchestrate speech activity so that it is compatible with practice within the discipline. O’Connor notes that a teacher’s subject-matter knowledge is crucial if he or she is to provide this form of guidance effectively.


The article responds to a paper on situated cognition which argues for learning and conceptual development through enculturated activities. Three main virtues of situated cognition are outlined: learning in a meaningful context, aiding students to relate new information to a meaningful framework and giving students a sense of agency in their learning.


Researchers from many disciplines assume that knowledge, specifically mathematical knowledge, is actively constructed by learners of all ages. Evidence suggests that even infants have prelinguistic, number knowledge which allows them to discriminate small set sizes and to make comparative size judgements. Preschool children use their developing language skills to express quantitative information in non-numerical form, using terms such as ‘smaller’ and ‘lots’. Children of this age understand basic addition, subtraction, even conservation of number. Simple part-whole judgement can also be made. Principled counting skills also develop in the preschool years. As an exact measurement system, counting skills are integrated with non-numerical quantitative abilities to make more precise mathematical judgements. Although the development of these basic numerical abilities seems to be universal, rates of acquisition may vary as a function of the extent to which mathematical skills are part of everyday life.

Exactly how mathematics knowledge develops during the elementary-school years is difficult to determine, given the increased number of skills to be studied and the not-fully-understood effect of schooling. Certain abilities emerge without specific tutoring, including an intuitive understanding of commutativity and the complementarity of the addition and subtraction procedures. Studies indicate that understanding of additive composition occurs universally and without schooling, allowing, for example, street vendors in Brazil to quickly solve mathematical problems (such as the price of 10 coconuts if one costs 45 cruzeros) in the market place. If children intuitively know so much about mathematical concepts, why do so many have trouble with mathematics in school? The problem seems to be that the focus on mathematics as a formal symbol system does not map well onto what children already know about the to-be-taught concepts. Despite arguments on how to teach mathematics most effectively, many now agree that children’s own counting methods may provide a bridge to more advanced conceptual knowledge and therefore should not be discouraged in the school setting.


Apprenticeship (or learning from others) takes different forms depending on the task. Important characteristics of apprenticeship include shared problem-solving, establishment of routine activities between participants, explicit shared communication and a supportive structure of novices’ efforts. In guided participation, the structuring of the task, the social interaction, and roles of the children and their caregivers
are interrelated within the zone of proximal development.

A second related major theme highlighted by Rogoff is the consideration of an event as a unit of analysis. From a sociocultural perspective, the basic unit of analysis no longer focuses on the processes of the sole individual; rather, it is processes of sociocultural activities involving active participation of people in socially constituted practices that are examined.

Rogoff's discussions of Piaget and Vygotsky lead to another major theme of her book: how learning from masters is unique and different from learning from peers. The author contrasts Vygotsky's expert support/apprenticeship (through examination of the social tool of language) with Piaget's 'cognitive conflict between peers' (through examination of transformations in reasoning processes).


This paper explores the notion that children may incorrectly answer questions posed by adults during experimental tasks because they do not share the purpose and context of the experimenters' question and not because of conceptual difficulties or limitations. In an effort to probe the child, conversation rules are often ignored in experimental settings and this results in ambiguous or incorrect responses from children. For example, children may change a correct answer simply because the previously answered question is repeated or they may misinterpret a question because the experimenter provides too little or too much information. The author examined children's performance on a variety of tasks used to assess cognitive development and concluded that the failure of the children frequently reported on these tasks was due to a lack of the conversational experience that would have allowed them to successfully interpret the experimenter's questions.


Spira, Felvovich, Coulsen and Anderson suggest that while the use of simple analogies can assist a novice in gaining an initial understanding of a domain, the simplification of concepts presented in this manner may impede the acquisition of more complete understanding. The authors suggest two ways to avoid this problem. First, instructors must be aware of misleading aspects of individual analogies as well as the possibility that they will fail to allow complete mapping to the target domain. Although an analogy may be misleading or incomplete in reference to a specific feature of a domain, it will often provide a piece of information that is not evident without its use. Spir et al.'s second method of dealing with this problem takes the usefulness of such faulty analogies into account. Their second approach to combating problems due to the oversimplified application of analogies is to employ the use of multiple analogies that collectively reflect the complexity of the domain under study and that can serve to compensate for any misleading aspects of a given analogy. The use of integrated sets of analogies is also effective in that it allows students to connect newly presented concepts to knowledge they have previously acquired.


Steele, C. M. 1992. Race and the Schooling of Black Americans. Atlantic Monthly. Vol. 268, pp. 68-79. At some time in their academic career, 70 per cent of all black Americans at four-year colleges drop out. More than half of black college students fail to com-
plete their degree work. The author identifies stigma as the cause of this crisis and the endemic devaluation many blacks face in our society and in our schools.

American schooling fails to instill in blacks the belief that school achievement can be a basis of self-esteem. Racial devaluation at school comes from the society in general and not from the strongly racially prejudiced. Blacks disidentify from scholastic achievement as a reaction to a double vulnerability, a risk of confirming a particular incompetence and a risk of confirming a suspected racial inferiority.

'Wise' schooling, that is, schooling that sees the value and promise in black students and acts on it, should undermine vulnerability and improve achievement. 'Unwise' schooling may include a remedial orientation toward education of blacks, an orientation which puts abilities under suspicion and which foments greater racial vulnerability.

Schooling must focus more on reducing the vulnerabilities that block identification with achievement. Four conditions are fundamental: (1) the student must feel valued by the teacher for his or her potential as a person; (2) personal fulfillment, not remediation, should guide the education of these students; (3) racial integration is a generally useful element, if not a necessity; (4) the particulars of black life and culture must be present in the mainstream curriculum of American schooling.


Stevenson and Stigler address the question of how the United States might improve education by examining the education systems of other cultures, specifically Japan and China. They conclude that the United States' educational crisis will only be resolved when institutions at all levels (family, schools, federal, state and local governments, etc.) become deeply involved in the issue. Additionally, an effective solution must address multiple variables, including the beliefs and attitudes of students and parents toward the educational process, identification of the factors that motivate students and specific educational practices.

Comparisons of children in the United States with children in China and Japan indicate that American students' scores on achievement tests fall below those of their counterparts in many subjects, especially in math and science. Stevenson and Stigler note that the poorer achievement of the American students is not due to intellectual deficiencies, but is the result of differences in factors related to contributions from both the home and school to academic performance.


Tharp and Gallimore discuss the limitations of using recitation as a method of classroom instruction. They suggest that methods that stress the importance of recalling facts presented in the text are not as effective for student learning as methods that draw on students' experiences. Recitation methods encourage students to take a passive role in the learning process. Conversational methods of instruction instead promote active participation as students attempt to relate material presented in the classroom to events in their own lives. The authors apply this concept in their use of the 'instructional conversation.' This instructional technique focuses on assisted performance. Expert teachers continually assess their students' performance levels and adjust their degree of guidance accordingly. Eventually, students are expected to perform the functions of the adult assistant for themselves.

A major challenge involved in implementing this instructional method is training teachers to become successful moderators of classroom discussion. Teachers must have a deep understanding of the subject-matter they are teaching if they are to guide students' learning effectively. Although the point of a story presented in a reading lesson may appear to be obvious, teachers must understand the story to the degree that they can recognize multiple opportunities to link story concepts to ideas that students bring to the lesson. They must also learn when it will be most beneficial to discuss a point of information and when it will be better to simply teach a concept directly to their students.

Moving away from recitation methods requires teachers to do much more than simply decide to adopt a new technique. The effective implementation of instructional conversations requires much effort, adjustment and practice on the part of the teacher.


Patterns of interaction between teacher and students are important elements of the classroom culture. This study examines the nature of classroom social interaction used in mathematics education in Germany. One typical routine found in German classrooms is a 'staging pattern,' utilized by teachers to introduce new mathematics concepts to students. A 'staging pattern,' identified by the author, is one in which teachers elicit students' responses to questions about relevant everyday experiences and non-academic ideas that can be connected to the mathematics lesson. For example, the teacher may question students about their experiences with everyday gambling games (lottery) and then connect their responses to a lesson on probability. This teaching strategy serves as a starting point for discussion on new mathematics.
topics. The teacher's routines lead students' ideas towards the theme of the mathematical concept to be presented.

The author suggests many advantages for the establishment of this initial teacher-student routine in mathematics lessons.


