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Two models of the interaction between scene meaning and object identification were tested: the description enhancement model and the criterion modulation model. The former proposes that the early activation of a scene schema facilitates the initial perceptual analysis of schema-consistent objects, the latter that schema activation modulates the amount of information necessary to indicate the presence of an object of particular perceptual type. In Experiment 1, we employed a forced-choice, type-discrimination paradigm. Participants were asked to determine which of two semantically consistent objects or which of two semantically inconsistent objects had appeared in a briefly presented scene. Contrary to the prediction derived from both of these models, discrimination performance was better for semantically inconsistent versus consistent objects. In Experiments 2 and 3 we introduced a forced-choice, token-discrimination paradigm to further test the description enhancement model. Contrary to the prediction of that model, discrimination performance was no better for semantically consistent versus inconsistent tokens. These results suggest that both the initial perceptual analysis of objects and the matching of an object’s constructed visual descriptions to stored descriptions are isolated from knowledge about real-world contingencies between scenes and objects.
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When humans view a natural scene, to what extent is the identification of individual objects influenced by stored knowledge about that scene type? For example, is the identification of a swing-set influenced by whether it appears in a playground (consistent with our knowledge of playgrounds) or in a bedroom (inconsistent with our knowledge of bedrooms)? This question has received considerable attention within scene perception research (see Henderson & Hollingworth, in press), because it addresses a central issue in visual perception and cognition: To what degree does our knowledge of the world influence perception of the visual environment? In scene perception research, three main positions have emerged. First, contextual constraint may interact with the initial perceptual analysis of objects. Second, contextual constraint may modulate the threshold amount of information necessary to indicate that an object of a particular perceptual type is present. Third, object identification processes may be isolated from semantic information stored in memory about real-world contingencies between objects and scenes.

The first of these positions we will term the description enhancement model (Biederman, 1981; Biederman, Mezzanotte, & Rabinowitz, 1982). According to this view, the rapid identification of a scene as a particular type activates a memory representation (a schema) that contains information about the objects and spatial relations among objects that form that type. The activation of a scene schema facilitates the initial perceptual analysis (i.e., the extraction of features and/or construction of a visual description) of schema-consistent objects, leading to facilitated identification of objects that are consistent versus inconsistent with scene context. The second position we will term the criterion modulation model (Bar & Ullman, 1996; Friedman, 1979; Friedman & Liebelt, 1981; Kosslyn, 1994; Palmer, 1975; Ullman, 1996). This view proposes that the contextual constraint generated by activation of a schema influences the stage when the constructed visual description of an object token is matched against stored descriptions of perceptual types. The activation of a scene schema serves to lower the threshold amount of information needed to indicate a match to the stored descriptions of schema-consistent objects. As a result, relatively less perceptual information will need to be encoded to select the stored description of an object consistent with scene context compared that of an object inconsistent with scene context, facilitating the identification of the former compared to the latter.

The description enhancement model and the criterion modulation model both hypothesize that identification is facilitated for objects that are consistent with the scene in which they appear compared to inconsistent objects. The description enhancement model gives rise to the further hypothesis that the constructed visual description of a consistent object should be more detailed (and/or complete) than that of an inconsistent object, because scene context serves to facilitate the initial encoding of perceptual information for consistent objects. The criterion modulation model, however, does not lead as directly to a hypothesis regarding the visual description of consistent versus inconsistent objects. Friedman (1979) has proposed that more perceptual information will be encoded for inconsistent objects under free viewing conditions, because those objects will require more perceptual analysis to reach an identification threshold. However, this proposal requires adding an assumption to the criterion modulation model that perceptual encoding ceases as soon as an object is identified.

---

2 We assume that object identification consists of at least three component processes. First, the current pattern of retinal stimulation is translated into perceptual primitives. Second, visual descriptions of the object tokens in the scene are constructed from these primitives. Third, constructed descriptions are matched to stored long-term memory descriptions of object types. When a match is found, identification has occurred, and semantic information stored in memory about that object type becomes available.

3 In the past (Henderson & Hollingworth, in press; Hollingworth & Henderson, in press-a), we have referred to the two positions described in this paragraph as the perceptual schema model and the priming model. However, because the modulation of a perceptual matching criterion could also be considered a version of a perceptual schema model, we now use the more precise term description enhancement model to describe the position that schema activation influences the initial perceptual analysis of objects in a scene. In addition, we have replaced the term priming model with criterion modulation model to describe the position that schema activation influences activation thresholds during the matching stage of object identification.

---
The third position, the functional isolation model, proposes that object identification is not influenced by the scene context in which an object appears, because object identification processes are isolated from knowledge about the real-world contingencies between scenes and objects (Hollingworth & Henderson, in press-a). Thus, the functional isolation model predicts that experiments examining the identification of objects in real-world scenes should find no effect of the relation between object and scene. However, context effects on object processing measures may arise in experiments that are sensitive to later, post-identification influences of scene constraint.

Support for the criterion modulation and description enhancement models has come from two principal paradigms: An eye movement paradigm and an object detection paradigm. In eye movement studies, the length of time an object is fixated during the free viewing of a scene tends to be shorter when the object is semantically consistent with the scene (i.e., likely to appear within the scene) compared to when it is semantically inconsistent (i.e., unlikely to appear within the scene) (De Graef, Christiaens, & d’Ydewalle, 1990; Friedman, 1979; Henderson, Weeks, & Hollingworth, in press). This result has been interpreted as support for the general claim that consistent scene context facilitates object identification, and for the criterion modulation model in particular (Friedman, 1979). However, the conclusion that differences in fixation duration uniquely reflect differences in ease of identification is not well supported. It is clear that fixation durations are influenced not only by ease of identification, but by other, post-identification factors, such as conceptual integration and memory encoding (Henderson, 1992; Henderson & Hollingworth, in press; Rayner & Pollatsek, 1992).

The strongest evidence supporting the hypothesis that consistent scene context facilitates object identification comes from the object detection paradigm introduced by Biederman and colleagues (Biederman, 1981; Biederman et al., 1982). Biederman et al. (1982) asked participants to decide whether a target object had appeared within a briefly presented scene at a cued location. During each trial, a label naming a target object was presented until the participant was ready to continue, followed by a line drawing of a scene for 150 ms, followed by a pattern mask with an embedded location cue. Participants indicated whether the object described by the target label had appeared in the scene at the cued location. The key manipulation in this paradigm was the consistency between the object appearing at the cued location and the scene. The cued object could be either consistent with the scene or violate scene constraint along one or more dimensions, including probability (semantic consistency), position, size, support, and interposition (whether the object occluded objects behind it or was transparent). Detection sensitivity (d’), best when the cued object did not violate the constraints imposed by scene meaning.

Using a similar paradigm, Boyce et al. (1989) manipulated the consistency of the cued object with both the global scene and with other cohort objects appearing in the scene. Detection sensitivity was facilitated when the cued object was semantically consistent with the global scene in which it appeared compared with when it was semantically inconsistent with the global scene. In contrast, there was no effect of the consistency of the cued object with the cohort objects in the scene. Boyce et al. concluded that the global meaning of the scene, rather than the specific objects present in the scene, is functional in facilitating object identification.

The above results provide the strongest evidence that consistent scene context facilitates object identification. However, a number of methodological problems have been identified regarding these paradigms (De Graef, 1992; De Graef et al., 1990; Henderson, 1992; Hollingworth & Henderson, in press-a). First, the signal detection methodology of previous object detection studies may not have adequately eliminated response bias from sensitivity measures. These studies (Biederman et al., 1982; Boyce et al., 1989) did not compute sensitivity using the correct detection of a particular signal when it was present and the false detection of the same signal when it was absent, as required by signal detection theory. Catch trials presented the same scene (and cued object) as in target-present trials but merely changed the label appearing before the scene. In addition, in the Biederman et al. studies (Biederman et al., 1982; Biederman, Teitelbaum, & Mezzanotte, 1983) false alarms were computed in both consistent and inconsistent cued object conditions by averaging across catch trials on which the target label was semantically consistent and semantically
inconsistent with the scene. Because the false alarm rate was lower when the target label was inconsistent with the scene, the averaged false alarm rate likely resulted in an overestimation of sensitivity in the consistent cued object condition and an underestimation of sensitivity in the violation conditions, as shown by Hollingworth & Henderson (in press-a).

The second concern with these experiments (Biederman et al., 1982; Boyce et al., 1989) is that participants may have searched areas of the scene where the target object was likely to be found. If the spatial positions of semantically consistent objects were more predictable than those of inconsistent objects, detection of the former would have been facilitated compared to the latter, even if there were no differences in the perceptibility of each type of object (Hollingworth & Henderson, in press-a). Supporting this idea, Henderson et al. (in press) found that participants could more quickly locate semantically consistent versus inconsistent objects in a free-viewing, visual search task.

Hollingworth and Henderson (in press-a) explored both of these issues. To investigate concerns about signal detection methodology, they replicated the Biederman et al. (1982) study first using the original signal detection design and then using a corrected design in which participants attempted to detect the same object on corresponding target-present and catch trials. The experiment using the original design replicated the consistent object detection advantage found by Biederman et al. and Boyce et al (1989). However, the experiment using the corrected design showed no advantage for the detection of semantically consistent versus semantically inconsistent objects. In addition, Hollingworth and Henderson tested whether differences in search efficiency influence performance in the object detection paradigm. Instead of presenting the target label before the scene, they presented it after the scene, so that participants could not use the positional constraints of the scene to facilitate consistent object search. Contrary to earlier studies, they found a reliable advantage for the detection of semantically inconsistent objects. These results suggest that the consistent object advantage in previous object detection experiments likely arose from the inadequate control of response bias and from differences in search efficiency as a function of object consistency, not from the influence of scene context on object identification.

To investigate the identification of objects in scenes independently of response bias, Hollingworth and Henderson (in press-a) introduced a post-scene, forced-choice discrimination procedure, similar to that developed by Reicher (1969). A scene was presented briefly (250 ms) and could contain either one of two semantically consistent target objects or one of two semantically inconsistent target objects. The scene was followed by a pattern mask for 30 ms, and the mask was followed immediately by a forced-choice response screen displaying two labels corresponding either to the two consistent targets or to the two inconsistent targets. Under these conditions, response bias should be eliminated because contextual information will not assist in post-perceptual guessing when the two object alternatives are of equivalent semantic consistency. Contrary to the prediction of the description enhancement and criterion modulation models, Hollingworth and Henderson found no advantage for the discrimination of consistent versus inconsistent objects: The non-reliable trend was in the direction of better inconsistent type discrimination. These results indicate that object identification may be isolated from stored knowledge about the type of scene in which an object appears.

The Present Study

One goal of the present study was to test further whether consistent scene context facilitates object identification by extending the forced-choice, type-discrimination paradigm introduced by Hollingworth and Henderson (in press-a, Experiment 4). One potential concern with this earlier experiment is that the initial scene was presented for 250 ms, 100 ms longer than other studies of object identification in scenes (Biederman et al., 1982; Boyce et al., 1989). It is possible that consistent scene context facilitates object identification very early within the visual processing of a scene. Later in viewing, however, attention may be preferentially directed to inconsistent objects, perhaps because they are more difficult to integrate with other conceptual information in the scene and require further analysis. If this is correct, then the type-discrimination paradigm developed by Hollingworth and Henderson (in press-a) may not have been sensitive to early, facilitatory effects of consistent
context, but instead may have primarily reflected later allocation of attention to inconsistent objects. To address this concern, in Experiment 1 we replicated the type-discrimination paradigm but presented the scene for 150 rather than 250 ms.

A second goal of this study was to provide an additional test of the description enhancement model. The description enhancement model proposes that the processes leading to the generation of a visual description of an object are facilitated when that object is consistent versus inconsistent with scene context. As a result, the constructed visual description of a consistent object should be more detailed (and/or complete) than that of an inconsistent object. In Experiments 2 and 3 we introduced a forced-choice, token-discrimination paradigm to test specifically the relative perceptual detail of the representations constructed for objects that are semantically consistent versus inconsistent with the scene in which they appear. Because two tokens of the same object type (e.g., a sedan and a sports car) will have similar conceptual-level representations, discrimination performance will depend primarily on the encoding of perceptual detail from the object token presented in the scene.

Experiment 1

Experiment 1 replicated the forced-choice, type-discrimination paradigm developed by Hollingworth and Henderson (in press-a). To assure that discrimination performance reflected the initial influence of scene context on object identification, the presentation of the scene was limited to 150 ms. On each trial, the presented scene could contain either one of two semantically consistent target objects or one of two semantically inconsistent target objects. Semantically consistent target objects were chosen as likely to appear in the scene. Semantically inconsistent target objects were chosen as unlikely to appear in the scene. Figure 1 shows an example of a stimulus scene and the semantic consistency manipulation. The scene was followed by a pattern mask for 30 ms, and the mask was followed by a forced-choice response screen containing two labels. One object label named the target object presented in the scene, and the second label named the other target object of the equivalent semantic consistency. For example, when a consistent target object (a cello or a harp) was presented in the concert hall scene, the forced-choice screen presented the labels “cello” and “harp”. When an inconsistent target object (a motorcycle or a shopping cart) was presented in the concert hall scene, the forced-choice screen presented the labels “motorcycle” and “shopping cart”. The participants’ task was to indicate which of the two labels named an object that had been presented in the scene. Figure 2 depicts the sequence of events in an experimental trial.

Method

Participants. Twenty-six Michigan State University undergraduate students participated in the experiment for course credit. All participants had normal or corrected-to-normal vision. The participants were naive with respect to the hypotheses under investigation.

Stimuli. The stimuli were the same as in Hollingworth and Henderson (in press-a, Experiment 4). Line drawings of twenty scenes were generated from photographs of natural scenes. Fourteen scenes were generated from those used by van Diepen and De Graef (1994), and the other six scenes were generated from photographs taken in the East Lansing, Michigan area. The images generated from the two sources were not distinguishable. The main contours of the scenes were traced using commercial software to create gray-scale line drawings. Two semantically consistent target objects for each scene were also created by digitally tracing scanned
images. The 20 scenes were paired, and the semantically inconsistent target conditions were created by swapping objects across scenes. For example, a fire hydrant and a parking meter were the semantically consistent target objects in a street scene, whereas a chair and a television (on a stand) were the semantically consistent target objects in a living room scene. These targets were swapped across scenes so that the fire hydrant and parking meter were the semantically inconsistent targets in the living room scene, and the chair and television were the inconsistent target in the street scene. All target objects appeared in the same position in each scene, which did not coincide with the experimenter-determined initial fixation position. This position was chosen as a place within the scene where the consistent target objects might reasonably appear. This paired-scene design was employed so that each scene served as a control for its partner, reducing the influence of such factors as object size, eccentricity, and lateral masking. Appendix 1 lists the scenes and target objects in Experiment 1.

All scene and object manipulations were conducted using commercially available software. The scenes subtended a visual angle of 23 degrees (width) by 15 degrees (height) at a viewing distance of 64 cm. Target objects subtended about 2.73 degrees on average (range = 1.30 to 5.23 degrees), measured along the longest axis. All images were displayed as gray-scale contours on a white background at a resolution of 800 by 600 pixels by 16 levels of gray. The pattern mask presented after the scene consisted of overlapping line segments, curves, and angles, and was slightly larger than the scene stimuli. The scenes were completely obliterated when presented simultaneously with the pattern mask. Target labels were created using lower-case, 24-point, anti-aliased Arial font. To create the forced-choice response screen, the centers of the two labels were presented an equal distance to the left and right of the center of the screen.

**Apparatus.** The stimuli were displayed on a NEC MultiSync XE15 SVGA monitor with a 100 Hz refresh rate. Responses were collected with a button box connected to a dedicated input-output (I-O) board. Depression of a button stopped a millisecond clock on the I-O board. The display and I-O systems were interfaced with a 486-based microcomputer that controlled the experiment.

**Procedure.** Participants were tested individually. The experimenter first explained that the task on each trial was to view a briefly displayed scene and to determine which of two labels described an object that had appeared in the scene. Participants were instructed that one of the labels always described an object that had appeared in the scene and the other label always described an object that had not appeared in the scene.

The participant was then seated in front of a computer monitor, with one hand resting on the left-hand button and the other on the right-hand button of the button box. Viewing distance was maintained by a forehead rest. Participants saw a fixation screen (containing a central fixation point at which participants were to direct their gaze) for 500 ms, followed by presentation of the scene for 150 ms, followed by the pattern mask for 30 ms, followed by the forced-choice response screen. There was no delay (i.e., the inter-stimulus interval was zero) between each display. The forced-choice response screen remained in view until the participant pressed the left button to indicate that the object named by the left-hand label had appeared in the scene or the right button to indicate that the object named by the right-hand label had appeared in the scene. After the response, there was a 4 s delay while the stimuli for the next trial were loaded into video memory, and then the prompt for the next trial appeared.

Participants took part in a practice block of 16 trials. The two scenes used in the practice block were not used in the experimental trials. After the practice trials, the experimenter answered any questions the participant had about the procedure, and the participant proceeded to the experimental trials. Each participant then saw 160 experimental trials that were produced by a within-participant factorial combination of 2 target object consistency conditions x 2 target objects per scene x 2 label positions in the forced-choice response screen x 20 scenes. Because the latter two factors were not of theoretical interest, the two levels of those factors were combined in the statistical analysis. Trial order was randomized independently for each participant. The entire session lasted approximately 40 minutes.

**Results**

Percent correct analysis. The influence of object consistency on percent correct discrimination performance was analyzed via a simple effects test. There was a reliable
effect of the consistency of the target object, \( F(1, 25) = 5.61, \ MSe = .0075, p < .05 \). Participants responded correctly 64.2% of the time when the target object was consistent with the scene and 67.0% of the time when the target object was inconsistent with the scene, an inconsistent object advantage of 2.8%.

**Discussion**

In Experiment 1, we replicated the forced-choice, type-discrimination paradigm developed by Hollingworth and Henderson (in press-a). To assure that discrimination performance reflected the initial influence of scene context on object identification, we limited the presentation of the scene to 150 ms. Contrary to the prediction of the criterion modulation and description enhancement models, discrimination performance was higher when the target object was semantically inconsistent rather than consistent with the scene in which it appeared. (We will discuss potential explanations for this inconsistent object advantage in the General Discussion.) This result supports earlier findings that when response bias is eliminated from object detection paradigms and when differences in search efficiency are controlled, no advantage is obtained for the identification of consistent objects (Hollingworth & Henderson, in press-a). Together, these studies suggest that results from earlier experiments that found better detection of consistent versus inconsistent objects (Biederman et al., 1982; Boyce et al., 1989) may not have reflected the influence of scene context on object identification. Instead, the consistent object advantage in those experiments appears to have been caused by the inadequate control of response bias and by differences in search efficiency for consistent versus inconsistent objects.

**Experiment 2**

The central claim of the description enhancement model is that the activation of a scene schema interacts with the initial perceptual analysis of objects in the scene, facilitating the perceptual analysis of objects consistent with the scene. As a result, the constructed visual description of a consistent object will be more detailed compared to an inconsistent object, leading to facilitated identification. Previous experiments that have failed to find an advantage for the identification of consistent versus inconsistent objects (Experiment 1; Hollingworth & Henderson, in press-a) have used paradigms requiring participants to detect a particular object type or to discriminate between two object types. In addition, these experiments have identified target objects using labels, abstracted from the visual form of the objects presented in the scenes. Thus, the specific hypothesis that the constructed visual descriptions of consistent objects will be more detailed than those of inconsistent objects has not been tested directly.

To test this hypothesis, we employed a forced-choice, token-discrimination paradigm. The basic paradigm was the same as Experiment 1 (see also, Masson, 1991), but instead of discriminating between two object types (e.g., whether a chair or a television appeared in the scene), participants were asked to discriminate between two object tokens of the same type (e.g., which of two different chairs appeared in the scene). Given that discriminating between two tokens should be more difficult than between two object types, we presented the scene for 250 ms rather than 150. Figure 3 illustrates the paradigm. A scene containing one of two object tokens was presented for 250 ms, followed by a pattern mask for 30 ms, followed by a screen displaying the two token alternatives. One token had been presented in the scene and the other had not. The participants’ task was to indicate which of the two tokens had been presented in the scene. The contextual manipulation was the semantic consistency between the scene and the token presented in the scene. Each token was equally likely to occur in each consistency condition.

<< Insert Figure 3 About Here >>

In this experiment, we did not distinguish between token differences at the level of subordinate categorization (e.g., a sedan versus a sports car) and token differences between visually distinct exemplars of the same basic or subordinate category (e.g., two visually different chairs). In either case, conceptual-level differences in representation should be minimized, and discrimination performance should be based primarily on the amount of perceptual information encoded from the object token presented in the scene. Figure 4 presents an example of the token manipulation. Because the description enhancement model proposes that the initial perceptual analysis for consistent objects is facilitated compared to inconsistent objects, this model predicts that discrimination performance will be higher when the presented token is consistent versus
inconsistent with the scene in which it appears. In contrast, the functional isolation model predicts no advantage for consistent versus inconsistent tokens.

**Method**

**Participants.** Twenty-four Michigan State University undergraduate students participated in the experiment for course credit. All participants had normal or corrected-to-normal vision. The participants were naive with respect to the hypotheses under investigation. None had participated in previous Experiment 1.

**Stimuli.** The stimuli were the same as in Experiments 1 with the following modifications. For each scene, one consistent target object was chosen and a second token of the same object type was created. In three scenes, two new tokens were created due to difficulty finding an appropriate second token for an existing target object. Object tokens subtended about 3.18 degrees on average (range = 1.25 to 7.2 degrees), measured along the longest axis. As in Experiment 1, the semantically inconsistent condition was created by pairing scenes and swapping object tokens between them. In the forced-choice response screen, the pictures of the two token alternatives (presented in exactly the same form as they appeared in the scenes) were centered vertically and positioned to the left and right of fixation. Appendix 2 lists the scenes and target objects in Experiment 2.

**Apparatus and Procedure.** The apparatus was the same as in Experiment 1. Participants saw a scene for 250 ms, followed by a pattern mask for 30 ms, followed by a forced-choice response screen containing two object token alternatives. There was no delay (i.e., the inter-stimulus interval was zero) between each display. The forced-choice response screen remained in view until the participant pressed either the left button to indicate that the left-hand token had appeared or the right button to indicate that the right-hand token had appeared in the scene.

Each participant took part in a practice block of 16 trials. The two scenes used in the practice block were not used in the experimental trials. Each participant then saw 160 experimental trials produced by a within-participant factorial combination of 2 token consistency conditions x 2 tokens x 2 positions in forced-choice response screen x 20 scenes. To assess practice effects, the trials were distributed into two blocks. The position of the tokens in the forced-choice response screen display was partially counterbalanced within a block and fully counterbalanced between blocks. Block order was counterbalanced between participant groups. Because the token factor and the position in the forced-choice response screen factor were not of theoretical interest, the two levels of each factor were combined in the statistical analyses. Trial order within block was randomized independently for each participant. The entire session lasted approximately 40 minutes.

**Results**

**Percent correct analysis.** First, there was a main effect of block, with better performance in the second block (68.2%) than in the first block (63.8%), F(1,23) = 6.65, MSe = .0142, p < .05. Because block did not interact with semantic consistency, F < 1, the subsequent analysis collapsed across the blocking factor. There was no effect of the consistency of the presented object, F < 1. Participants responded correctly 65.3% of the time when the presented object was consistent with the scene and 66.8% of the time when the presented object was inconsistent with the scene. The 95% confidence interval around these means was ± 2.82%. Thus, the experiment had enough power to detect a 3.99% effect (see Loftus & Masson, 1994).

**Discussion**

Experiment 2 employed a forced-choice, token-discrimination paradigm to test the prediction of the description enhancement model that the encoding of perceptual information for an object stimulus will be facilitated when that object is consistent with scene context, leading to better token discrimination in the consistent versus inconsistent condition. Contrary to that prediction, but in accord with the prediction of the functional isolation model, no advantage was found for the discrimination of consistent object tokens. The non-reliable trend was in the direction of better token discrimination when the presented token was semantically inconsistent with the scene. One potential concern with this experiment, however, is that performance was not particularly high. Participants responded correctly 66% of the time in a paradigm in which chance is 50%. Thus, in Experiment 3, we modified the Experiment 2 stimuli to improve overall performance.
Experiment 3
In Experiment 3, the position in which the object tokens were placed was moved closer to fixation in a number of scenes. In addition, the object tokens were made slightly larger in a number of other scenes. These modifications were intended to improve participants' ability to discriminate between the two token alternatives. As in Experiment 2, the description enhancement model predicts a consistent token discrimination advantage, whereas the functional isolation model predicts that no such advantage should be obtained.

Method
Participants. Forty Michigan State University undergraduate students participated in the experiment for course credit. All participants had normal or corrected-to-normal vision. The participants were naive with respect to the hypotheses under investigation. None had participated in Experiments 1 or 2.

Stimuli. The stimuli were the same as in Experiment 2 with the following modifications. To raise performance, object tokens were moved to a position closer to fixation in a number of scenes. In other scenes, the object tokens were enlarged slightly (though not so much that the size of the resulting object would appear at all incongruous). In addition, four more scene stimuli were added to the original 20. Object tokens subtended about 3.09 degrees on average (range = 1.40 to 7.20 degrees), measured along the longest axis. Appendix 3 lists the four new scenes employed in Experiment 3.

Apparatus and Procedure. The apparatus was the same as in Experiments 1 and 2. Each participant took part in a practice block of 16 trials. The two scenes used in the practice block were not used in the experimental trials. Each participant then saw 192 experimental trials produced by a within-participant factorial combination of 2 token consistency conditions x 2 tokens x 2 positions in forced-choice response screen x 24 scenes. The stimuli were distributed into 8 blocks in order to assess practice effects. Each block contained all 24 scenes, and within each block 3 scenes were presented in each of the 8 conditions. Block order was counterbalanced between participant groups. Because the token factor and the position in the forced-choice response screen factor were not of theoretical interest, the two levels of each factor were combined in the statistical analyses. Trial order within block was randomized independently for each participant. The entire session lasted approximately 45 minutes.

Results
Percent correct analysis. First, there was a main effect of block, with better performance in later blocks than in earlier blocks, F(7, 39) = 10.24, MSe = .0625, p < .001. Second, there was a non-reliable trend in the direction of better performance when the presented object was inconsistent versus consistent with the scene. Participants responded correctly 72.8% of the time when the presented object was inconsistent versus consistent with the scene and 71.5% of the time when the presented object was consistent with the scene, F(1, 39) = 2.60, MSe = .0433, p = .11. The 95% confidence interval for the means in this contrast was + or - 1.17%. Thus, the experiment had enough power to detect a 1.65% effect.

Although block did not interact with semantic consistency, F < 1, examination of these data suggested that an advantage for inconsistent token discrimination may have been present in the early blocks. Because the division of the experiment into 8 blocks resulted in a relatively large amount of variability in each block, the initial test of the interaction between block and semantic consistency may not have had enough power. Thus, we conducted a post-hoc test of discrimination performance in the first half of the trials (first four blocks) versus the second half of the trials (second four blocks) as a function of semantic consistency. These data are displayed in Figure 5. There was a marginally reliable interaction between half of the trials and semantic consistency, F (1, 39) = 3.03, MSe = .0467, p = .09, with a trend toward a larger inconsistent discrimination advantage in the first half of the experiment than in the second.

Discussion
In Experiment 3, the stimuli were modified to improve discrimination performance. Performance did improve: Discrimination performance was 6.1 % higher in
Experiment 3 than in Experiment 2. Contrary to the prediction of the description enhancement model, however, there was no evidence of a consistent token discrimination advantage. As in Experiment 2, the non-reliable trend was in the direction of better inconsistent token discrimination. These results in conjunction with those from Experiment 1 provide strong evidence against the description enhancement model. Instead, these data support the conclusion that object identification is functionally isolated from knowledge about the real-world contingencies between objects and scenes.

One potential explanation of these results can be drawn from Friedman’s (1979) criterion modulation model (see also Masson, 1991). According to that model, top-down influence from an activated scene schema mediates the amount of perceptual information necessary to reach identification threshold. Objects that are consistent with a scene can be identified fairly “automatically” through the encoding of relatively few (perhaps global) object features. The identification of inconsistent objects, however, requires a resource-intensive analysis of a relatively greater number of object features. Assuming that the encoding of perceptual information ceases upon reaching an identification threshold, the visual description of an inconsistent object will be more detailed than that of a consistent object. Although this model appears to be able to account for the trends observed in Experiments 2 and 3 toward better inconsistent token discrimination, the hypothesis regarding the visual descriptions of consistent versus inconsistent objects cannot be separated from the hypothesis regarding differences in the ease of identification. The model proposes that the perceptual representation of inconsistent objects will be more detailed as a direct result of the fact that consistent objects are identified more easily at the level of object type. In other words, it should be more difficult to determine which specific chair appeared in a scene in just that case when it is easier to determine that a chair in fact appeared (i.e., when the chair is in a consistent context). However, Experiment 1 (and Hollingworth & Henderson, in press-a) found no evidence for the facilitated identification of semantically consistent objects at the level of object type (“chair”). Thus, the Friedman model does not appear able to account for the full pattern of data found in this study.

How can we be confident that the absence of a consistent object advantage in Experiments 2 and 3 did not arise from lack of power? First, the semantic consistency manipulation in these experiments was quite strong. In previous experiments using similar stimuli (Hollingworth & Henderson, in press-a), participants demonstrated robust response biases as a function of the semantic relationship between presented object and scene. Thus, the semantic information needed to constrain object identification processing as a function of semantic consistency should have been available. Second, Experiments 2 and 3 had a good deal of statistical power. In Experiment 3, we could have detected a 1.65% effect of semantic consistency. Not only was such an effect absent, but the trends in the consistency effect were in the direction of better inconsistent token discrimination. Thus, we feel safe concluding that consistent scene context does not facilitate object identification, and in particular, that consistent scene context does not facilitate the initial perceptual analysis of consistent objects.

General Discussion
This study investigated whether stored knowledge about scene types and the objects that form those types influences the identification of objects appearing in scenes. Specifically, we tested two views of the potential interaction between scene context and object identification. First, the description enhancement model proposes that the early activation of a scene schema facilitates the initial perceptual analysis of objects consistent with the scene, leading to better identification of consistent versus inconsistent objects. Second, the criterion modulation model proposes that scene knowledge interacts with the matching of a constructed visual description to stored descriptions, so that less perceptual information is required for consistent object representations to reach identification threshold activation, again leading to facilitated identification of objects consistent with the scene. These models receive support from earlier object detection studies that found facilitated detection of semantically consistent versus inconsistent objects appearing in briefly presented scenes (Biederman et al., 1982; Boyce et al., 1989). However, Hollingworth and Henderson (in press-a) have demonstrated that when potential methodological problems with these paradigms are corrected, no consistent
object advantage is obtained. The consistent object advantage in previous object detection experiments (Biederman et al., 1982; Boyce et al., 1989) appears to have been caused by inadequate control of response bias and by differences in search efficiency as a function of object consistency.

The goal of the present study was to extend the experiments in Hollingworth and Henderson (in press-a) and to test further the criterion modulation and description enhancement models of object identification in scenes. In Experiment 1, we replicated the forced-choice, type-discrimination paradigm of Hollingworth and Henderson (in press-a, Experiment 4), but reduced the duration of the scene presentation to assure that discrimination performance reflected the initial influence of scene context on object perception. Contrary to the prediction of the criterion modulation and description enhancement models, discrimination performance was better for inconsistent compared to consistent objects.

In Experiments 2 and 3, we sought to test the hypothesis derived from the description enhancement model that the constructed visual description of a semantically consistent object will be more detailed than that of an inconsistent object. We employed a forced-choice, token-discrimination paradigm: Participants saw a briefly presented scene, followed by a pattern mask, followed by a forced-choice response screen displaying two tokens of an object type, only one of which had been presented in the scene. Contrary to the prediction of the description enhancement model, token discrimination performance was no better for consistent versus inconsistent object tokens. In both experiments the non-reliable trend was in the direction of better inconsistent token discrimination.

These results do not provide support for the hypothesis that object identification is influenced by the constraints imposed by scene meaning. Instead, the results suggest that both the initial perceptual analysis of objects and the matching of constructed visual descriptions to stored descriptions are functionally isolated from stored knowledge about the real-world contingencies between objects and the scenes in which they appear. Such isolation may derive from structural properties of the functional architecture of the visual system (Hollingworth & Henderson, in press-a; see Fodor, 1983; Pylyshyn, 1980, in press). Specifically, visual architecture may isolate object identification from knowledge of scene-object contingencies because, without such isolation, the potentially relevant information to any scene perception task would be so large as to make the discrimination between relevant and irrelevant information resource intensive and time consuming. Therefore, the adaptive value of quickly recognizing objects in the environment may have produced an object identification system that consults only a very limited set of information (Fodor, 1983).

This point raises the question of exactly what types of information are consulted during object identification. We propose that both the construction of a visual description of an object and the matching of constructed visual descriptions to stored descriptions occurs presemantically. Thus, an object is identified as a perceptual type within a system devoted to the analysis of object form, independently of object meaning and other associative information such as an object’s semantic relation to the scene in which it appears. This perceptual identification system would represent information about visual features and the routines necessary to construct a visual object description from these features. In addition, it would store visual descriptions of real-world object types, against which constructed descriptions are matched, leading to entry-level recognition. This view is consistent with recent theories of object recognition that propose no role for the influence of contextual constraint on the identification of objects (Biederman, 1987; Bülthoff, Edelman, & Tarr, 1995; see also Marr & Nishihara, 1978). In fact, much of the current literature on object identification has employed novel objects to discriminate between competing theories (e.g., Biederman & Gerhardstein, 1993; Tarr, Bülthoff, Zabinski, & Blanz, 1997) upon the assumption that object form is solely functional in the identification of an object as a particular type. In addition, this view is consistent with evidence from implicit memory research suggesting separate

---

5 In contrast, interactive theories, such as the description enhancement and criterion modulation models, were developed when it was generally believed that information encoded from the retina was insufficient to support object identification (see Bruner, 1973; Neisser, 1967). Thus, the application of real-world knowledge to perceptual tasks was deemed necessary to resolve ambiguity inherent in the visual input.
memory systems for the representation of object form on the one hand and the representation of semantic and associative information about objects on the other (e.g., Schacter, Cooper, & Delaney, 1990). Finally, this view is consistent with neuropsychological evidence suggesting that there are dissociable systems responsible for perceptual classification versus semantic classification (e.g., Riddoch & Humphreys, 1987).

One final issue raised by this study concerns the reliable advantage for the discrimination of inconsistent objects found in Experiment 1. Finally, we have now obtained an inconsistent object advantage in three different paradigms designed to investigate object perception in scenes: an type-discrimination paradigm (Experiment 1), an object detection paradigm similar to that of Biederman et al. (1982) (Hollingworth & Henderson, in press-a, Experiment 3), and a change detection paradigm in which a target object is changed between two subsequent presentations of a scene (Hollingworth & Henderson, in press-b). Hollingworth and Henderson (in press-a) identified two potential hypotheses to explain this effect, both of which are compatible with the view that object identification is functionally isolated from stored scene knowledge. First, according to the memory schema hypothesis, perceptual analysis of semantically consistent and inconsistent objects proceeds equivalently, but information about semantically inconsistent objects is preferentially remembered, perhaps as part of a list noting deviations from the default values in the schema (Friedman, 1979). This hypothesis is supported by scene memory studies that have shown better long-term memory for semantically inconsistent versus consistent objects (e.g., Friedman, 1979). Second, an attention hypothesis proposes that the perception of semantically consistent and inconsistent objects is not influenced directly by scene knowledge, but attention is preferentially allocated to already-identified objects that violate the constraints imposed by scene meaning. The additional attentional resources devoted to an inconsistent object would then produce a more complete visual description of that object, leading to better detection performance. Regardless of which (if either) explanation is correct, the results from this study do not support the general hypothesis that consistent scene context facilitates object identification, but instead support the view that object identification is isolated from stored knowledge about real-world contingencies between objects and scenes.
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Figure Captions
Figure 1. An example of the type of scene used and the presented object semantic consistency manipulation. The top two scenes contain semantically consistent target objects (shopping cart and motorcycle), whereas the bottom two scenes contain semantically inconsistent target objects (cello and harp). This parking lot scene was paired with a concert hall scene in which the cello and harp were consistent and the shopping cart and motorcycle were inconsistent. Figure 2. Schematic illustration of a trial in Experiment 1. Figure 3. Schematic illustration of a trial in Experiments 2 and 3. Figure 4. An example of the token manipulation. Figure 5. Percent correct token discrimination performance as a function of semantic consistency and block in Experiment 3. Error bars are 95% confidence intervals based on the error term from the interaction between semantic consistency and first versus second half of the trials.

Appendix 1. Semantically consistent and inconsistent target objects for each scene in Experiment 1. The labels appearing in the forced-choice screen were presented as they appear below.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Consistent Target Objects</th>
<th>Inconsistent Target Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>bar</td>
<td>wine bottle, cocktail</td>
<td>boots, teddy bear</td>
</tr>
<tr>
<td>bedroom</td>
<td>boots, teddy bear</td>
<td>wine bottle, cocktail</td>
</tr>
<tr>
<td>beach</td>
<td>snorkeling mask, flippers</td>
<td>iron, hanger</td>
</tr>
<tr>
<td>laundrette</td>
<td>globe, backpack</td>
<td>snorkeling mask, flippers</td>
</tr>
<tr>
<td>classroom</td>
<td>wheelbarrow, lawn mower</td>
<td>globe, backpack</td>
</tr>
<tr>
<td>front yard</td>
<td>lamp, candle</td>
<td>tricycle, skateboard</td>
</tr>
<tr>
<td>dining room</td>
<td>tricycle, skateboard</td>
<td>lamp, candle</td>
</tr>
<tr>
<td>playground</td>
<td>chicken, pig</td>
<td>mixer, coffee maker</td>
</tr>
<tr>
<td>farmyard</td>
<td>mixer, coffee maker</td>
<td>chicken, pig</td>
</tr>
<tr>
<td>kitchen</td>
<td>towel truck, bicycle</td>
<td>boat, dock</td>
</tr>
<tr>
<td>gas station</td>
<td>boat, dock</td>
<td>tow truck, bicycle</td>
</tr>
<tr>
<td>pond</td>
<td>chair, television</td>
<td>fire hydrant, parking meter</td>
</tr>
<tr>
<td>living room</td>
<td>fire hydrant, parking meter</td>
<td>chair, television</td>
</tr>
<tr>
<td>street</td>
<td>fire hydrant, parking meter</td>
<td>flower vase, water pitcher</td>
</tr>
<tr>
<td>locker room</td>
<td>barbell, tennis shoes</td>
<td>barbell, tennis shoes</td>
</tr>
<tr>
<td>restaurant</td>
<td>flower vase, water pitcher</td>
<td>cello, harp</td>
</tr>
<tr>
<td>parking lot</td>
<td>shopping cart, motorcycle</td>
<td>shopping cart, motorcycle</td>
</tr>
<tr>
<td>concert hall</td>
<td>cello, harp</td>
<td>coat rack, computer</td>
</tr>
<tr>
<td>patio</td>
<td>barbecue grill, dog</td>
<td>barbecue grill, dog</td>
</tr>
<tr>
<td>library</td>
<td>coat rack, computer</td>
<td></td>
</tr>
</tbody>
</table>
Appendix 2. Semantically consistent and inconsistent target objects for each scene in Experiment 2. Objects of equivalent semantic consistency were two different tokens of an object type. Object tokens that were visually different but did not clearly differ at a subcategory level are listed as A and B. Objects marked with an asterisk were used as targets in Experiment 1.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Consistent Target Objects</th>
<th>Inconsistent Target Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>bar</td>
<td>martini, highball*</td>
<td>men’s shoes, women’s pumps</td>
</tr>
<tr>
<td>bedroom</td>
<td>men’s shoes, women’s pumps</td>
<td>martini, highball*</td>
</tr>
<tr>
<td>beach</td>
<td>snorkeling mask A*, B</td>
<td>iron A*, B</td>
</tr>
<tr>
<td>launderette</td>
<td>iron A*, B</td>
<td>snorkeling mask A*, B</td>
</tr>
<tr>
<td>classroom</td>
<td>globe A*, B</td>
<td>wheelbarrow A*, B</td>
</tr>
<tr>
<td>front yard</td>
<td>wheelbarrow A*, B</td>
<td>globe A*, B</td>
</tr>
<tr>
<td>dining room</td>
<td>lamp A*, B</td>
<td>tricycle A*, B</td>
</tr>
<tr>
<td>playground</td>
<td>tricycle A*, B</td>
<td>lamp A*, B</td>
</tr>
<tr>
<td>farmyard</td>
<td>rooster*, hen</td>
<td>standing mixer*, hand mixer</td>
</tr>
<tr>
<td>kitchen</td>
<td>standing mixer*, hand mixer</td>
<td>rooster*, hen</td>
</tr>
<tr>
<td>gas station</td>
<td>sports car, sedan*</td>
<td>row boat*, speed boat</td>
</tr>
<tr>
<td>dock</td>
<td>row boat*, speed boat</td>
<td>sports car, sedan*</td>
</tr>
<tr>
<td>living room</td>
<td>chair A*, B</td>
<td>fire hydrant A*, B</td>
</tr>
<tr>
<td>street</td>
<td>fire hydrant A*, B</td>
<td>chair A*, B</td>
</tr>
<tr>
<td>locker room</td>
<td>tennis racket, badminton racket</td>
<td>water pitcher A*, B</td>
</tr>
<tr>
<td>restaurant</td>
<td>water pitcher A*, B</td>
<td>tennis racket, badminton racket</td>
</tr>
<tr>
<td>parking lot</td>
<td>motorcycle A*, B</td>
<td>grand piano, upright piano</td>
</tr>
<tr>
<td>concert hall</td>
<td>grand piano, upright piano</td>
<td>motorcycle A*, B</td>
</tr>
<tr>
<td>patio</td>
<td>charcoal grill*, gas grill</td>
<td>coat rack A*, B</td>
</tr>
<tr>
<td>library</td>
<td>coat rack A*, B</td>
<td>charcoal grill*, gas grill</td>
</tr>
</tbody>
</table>

Appendix 3. New scenes added for Experiment 3. Objects of equivalent semantic consistency were two different tokens of an object type. Object tokens that did not clearly differ at a subcategory level are listed as A and B. Objects marked with an asterisk were used as targets in Experiments 1 and 2.

<table>
<thead>
<tr>
<th>Scene</th>
<th>Consistent Target Objects</th>
<th>Inconsistent Target Objects</th>
</tr>
</thead>
<tbody>
<tr>
<td>cemetery (paired with beach)</td>
<td>flower bouquet A, B</td>
<td>snorkeling mask A*, B</td>
</tr>
<tr>
<td>laboratory (paired with launderette)</td>
<td>microscope A, B</td>
<td>iron A*, B</td>
</tr>
<tr>
<td>office (paired with bathroom)</td>
<td>rotary phone, cordless phone</td>
<td>hair dryer A*, B</td>
</tr>
<tr>
<td>bathroom (paired with office)</td>
<td>hair dryer A, B</td>
<td>rotary phone, cordless phone</td>
</tr>
</tbody>
</table>
Block Percent correct discriminations

- Seman consis token
- Seman inconsis token

Percent correct discriminations

Block

1-4

5-8