Instructor: Qiong Zhang  
Course Modality: in-person  
Prerequisites: basic familiarity with programming languages (discuss with me if not clear)  
Meeting Times: M 1210 PM – 0130; H 1210 PM - 0130  
Venue: HLL 009  
Email: qiong.z@rutgers.edu

Course Description

This interdisciplinary seminar course explores the parallels between human learning and machine learning. The central link between the two is the set of shared computational problems faced by humans and machines which includes making complex decisions; predicting future events; storing and retrieving information efficiently; and generalizing knowledge to new situations. By examining such problems, we will see that

1. solutions drawn on methods developed from machine learning can help us gain insights about human cognition, and conversely,
2. knowledge about how humans solve these problems can inform the development of more intelligent machines.

The first half of the course covers the application of machine learning to explain how human cognition works. We will explore the landscape of computational models of human cognition and discuss the insights these models reveal into how people learn, remember, and make complex decisions in everyday situations. The methods discussed include neural networks, symbolic approaches, Bayesian statistics, information-theoretic approaches, and more. The applications discussed include perception, skill learning, memory, categorization, and decision making.

In the second half of the course we will draw parallels between human learning and machine learning. Specifically, we will explore how our understanding of human cognition can explain and inform advances in machine learning. We will accomplish this by examining recent advances in neural networks and reinforcement learning from a psychologist’s perspective.

Each class will start with a short lecture covering the necessary machine learning techniques and cognitive science concepts to understand the readings. Following this is a student presentation of the reading. We will end with an instructor-led discussion around the short lecture and the readings.

Learning Objectives

By the end of the course, students will

1. understand the basics of Bayesian inference, neural networks and other computational approaches,
2. understand the basics of the key aspects of human cognition such as memory and decision making,
3. be able to characterize the relationship between computational approaches to cognition and machine learning research,
4. be able to identify ways in which computational models can be experimentally tested as models of cognition, and
5. acquire skills to test simple models of cognition.

Textbook/Resources

Lecture slides are self-contained. There is no required textbook. There will be a number of cognitive science and computer science papers for discussion, available as PDF files through the class website.

Who should take this course

The course is designed for graduate students in cognitive science, psychology, or computer science who are interested in developing computational models of human cognition and exploring the parallels between human learning and machine learning. Prerequisites are a basic familiarity with programming languages.

Coursework Requirements

Students are expected to actively participate in class discussions, and sign up for at least one paper presentation. There will be a reading assignment for every class, and you are expected to arrive in class with ideas and questions to discuss. To help you develop these ideas, you are required to write short commentaries before classes– one paragraph is typical. A commentary might take one of the following forms: mention a claim that doesn’t seem right to you; describe how the work could be usefully extended; draw a connection between the reading and something else that has been discussed previously. Commentaries are graded pass/fail. If you submit and pass all commentaries, you will receive full credit for this component of the course.

A large component of the course is a team project to assess the student’s ability to put together the concepts and tools they have learned in the course. The class project will be an independent research project presenting a simple experiment, testing a new cognitive/machine learning model, or analyzing an existing model. Each team has a total of three students, and ideally have at least one student from cognitive science or psychology major, and one student from computer science major. The team project will be a great opportunity for students to be engaged in multi-disciplinary research and learn new practical skills from other team members.

Grade Evaluation

<table>
<thead>
<tr>
<th>Component</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Commentaries</td>
<td>20%</td>
</tr>
<tr>
<td>Paper presentations</td>
<td>20%</td>
</tr>
<tr>
<td>Project proposal</td>
<td>10%</td>
</tr>
<tr>
<td>Project mid-term report</td>
<td>20%</td>
</tr>
<tr>
<td>Project final report</td>
<td>20%</td>
</tr>
<tr>
<td>Final presentation</td>
<td>10%</td>
</tr>
</tbody>
</table>
Schedule of Classes and Readings

Week 1
Course introduction
Review of key concepts in human cognition; and the history of cognitive modeling

Week 2
Approaches to modeling cognition I: neural network models
Overview of neural networks basics
- McClelland, J. L., Botvinick, M. M., Noelle, D. C., Plaut, D. C., Rogers, T.T., Seidenberg, M. S., & Smith, L. B. (2010). Letting structure emerge: Connectionist and dynamical systems approaches to understanding cognition. Trends in Cognitive Sciences, 14, 348-356.

Week 3
Approaches to modeling cognition II: cognitive architectures

Week 4
Principle of rationality

Week 5
Approaches to modeling cognition III: Bayesian inference
Brief overview of Bayesian statistics

Week 6
Approaches to modeling cognition III: Bayesian inference
Brief overview of concepts in human learning, memory and decision making

Week 7
Approaches to modeling cognition IV: an information-theoretic view
Brief overview of concepts in information theory

Mid-semester break

Week 8
Learning in humans and machines

Week 9
Meta-learning

Week 10
Brain-inspired learning

Week 11
Context

Week 12
Hierarchical Memory

Week 13
Curiosity

Week 14
Final project presentations

Academic Integrity Policies

Rutgers University regards acts of dishonesty (e.g. plagiarism, cheating on examinations, obtaining unfair advantage, and falsification of records and official documents) as serious offenses against the values of intellectual honesty. These policies are detailed here:

https://nbprovost.rutgers.edu/academic-integrity-students

In addition, the Computer Science departments has established policies for academic integrity that pertain specifically to programming assignments:

https://www.cs.rutgers.edu/academics/undergraduate/academic-integrity-policy/programming-assignments