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We measured rate of acquisition, trials to extinction, cumulative responses in extinction, and the spontaneous recovery of anticipatory hopper poking in a Pavlovian protocol with mouse subjects. We varied by factors of 4 number of sessions, trials per session, intersession interval, and span of training (number of days over which training extended). We find that different variables affect each measure: Rate of acquisition \([1/(\text{trials to acquisition})]\) is faster when there are fewer trials per session. Terminal rate of responding is faster when there are more total training trials. Trials to extinction and amount of responding during extinction are unaffected by these variables. The number of training trials has no effect on recovery in a 4-trial probe session 21 days after extinction. However, recovery is greater when the span of training is greater, regardless of how many sessions there are within that span. Our results and those of others suggest that the numbers and durations and spacings of longer-duration “episodes” in a conditioning protocol (sessions and the spans in days of training and extinction) are important variables and that different variables affect different aspects of subjects’ behavior. We discuss the theoretical and clinical implications of these and related findings and conclusions—for theories of conditioning and for neuroscience.

Most accounts of spontaneous recovery view the time after extinction as a period during which changes in the strengths of excitatory and inhibitory associations occur. McConnell and Miller (2014) point out that the treatment of extinction in major associative theories of learning fall into two categories, those that posit the degradation of the excitatory association and those that posit the development of inhibitory associations. Perhaps the most common assumption regarding spontaneous recovery is that the inhibitory associations that develop during extinction fade faster than the excitatory associations (Hull, 1943; Pavlov, 1927; Rescorla, 1979, 1993; Wagner, 1981).

Other theories focus not on the postulated effects of the passage of time on associations but rather on its effect on the performance function that determines the behavioral expression of associative strength. For example, the activation threshold for the extinction memory rises with time after extinction, making it harder to retrieve (Kraemer & Spear, 1993); or, the temporal context of extinction changes, which in turn results in the renewal of the acquisition memory at the time of testing (Bouton, 1991, 1993); or, the conditioned and extinguished CS elements are redistributed, so that the extinguished elements from extinction are outnumbered by the still conditioned elements formed from the lengthier acquisition training (Estes, 1955; Estes & Burke, 1953).

These explanations for recovery have two things in common. First, time and number are treated as the media for alterations in associative processes or their expression, not as crucial parts of the content of what is learned (Savastano & Miller, 1998). In these theories, the subject does not remember the durations and numerosities—the intertrial intervals, the intersession intervals, the span of days within which training occurs, the numbers of trials in a session, the numbers of reinforced trials in a session, the numbers of sessions, etc. Second, the effects of time and number are assumed to be mediated by the intrinsic time course of processes of association formation, decay and expression. The associations do not encode experiential facts (trial durations, session marks, etc.) but rather on its effect on the performance function that determines the behavioral expression of associative strength. For example, the activation threshold for the extinction memory rises with time after extinction, making it harder to retrieve (Kraemer & Spear, 1993); or, the temporal context of extinction changes, which in turn results in the renewal of the acquisition memory at the time of testing (Bouton, 1991, 1993); or, the conditioned and extinguished CS elements are redistributed, so that the extinguished elements from extinction are outnumbered by the still conditioned elements formed from the lengthier acquisition training (Estes, 1955; Estes & Burke, 1953).

These explanations for recovery have two things in common. First, time and number are treated as the media for alterations in associative processes or their expression, not as crucial parts of the content of what is learned (Savastano & Miller, 1998). In these theories, the subject does not remember the durations and numerosities—the intertrial intervals, the intersession intervals, the span of days within which training occurs, the numbers of trials in a session, the numbers of reinforced trials in a session, the numbers of sessions, etc. Second, the effects of time and number are assumed to be mediated by the intrinsic time course of processes of association formation, decay and expression. The associations do not encode experiential facts (trial durations, session marks, etc.) but rather on its effect on the performance function that determines the behavioral expression of associative strength. For example, the activation threshold for the extinction memory rises with time after extinction, making it harder to retrieve (Kraemer & Spear, 1993); or, the temporal context of extinction changes, which in turn results in the renewal of the acquisition memory at the time of testing (Bouton, 1991, 1993); or, the conditioned and extinguished CS elements are redistributed, so that the extinguished elements from extinction are outnumbered by the still conditioned elements formed from the lengthier acquisition training (Estes, 1955; Estes & Burke, 1953).
durations, numbers of trials, numbers of reinforced trials, etc.). Associations, both historically in philosophy and psychology, and currently in their neuroscientific interpretation, are conductive pathways whose strength (a.k.a. conductance) varies depending on the temporal pairing of events. Because associative and synaptic-plasticity accounts of associative learning do not assume that associations encode facts, they do not specify a code (Gallistel, 2017).

Experimental work over the last several decades has led to two conclusions that are at variance with these assumptions: First, in associative conditioning, time and number are messages, not media. The numerosities of the events in a protocol and the intervals between them are among the contents of memory. Second, many aspects of the conditioned behavior depend on derived quantities, such as rate (number/duration) and probability (number/number) and the C/T ratio (the ratio between the average US–US interval and the average CS–US interval in Pavlovian delay conditioning). We term these derived quantities because they must be computed from directly and separately measured counts and durations. Brains appear to do arithmetic computations on encoded abstract quantities like number and duration, or, at least, subjects behave as if their brains did such computations.

Time in Conditioning

Subjects in associative learning experiments make a temporal map of the conditioning experience (Balsam & Gallistel, 2009; Honig, 1981; Taylora, Joseph, Zhaoc, & Balsam, 2014). The temporal information in the map affects every aspect of Pavlovian and operantly conditioned behavior (Arcediano & Miller, 2002; Barnet, Grahame, & Miller, 1993; Barnet & Miller, 1996; Blaisdell, Denniston, & Miller, 1998; Burger, Denniston, & Miller, 2001; Cole, Barnet, & Miller, 1995; Cunningham & Shahan, 2018; Denniston, Blaisdell, & Miller, 1998, 2004; Gallistel, Craig, & Shahan, 2019; Gür, Duyan, & Balci, 2017; Shahan & Cunningham, 2015; Theunissen & Miller, 1995; Thrailkill & Shahan, 2014).

That subjects learn the distribution of wait times in conditioning experiments is revealed by the fact that their behavior during the conditioned stimulus (CS for short) varies depending on whether the delay of reinforcement during the CS is fixed or exponential. When it is fixed, the onset of responding is abrupt on any given trial. The distribution of onsets is centered approximately halfway through a trial, regardless of CS duration, that is, the mean of the onset distribution scales with CS duration and the right edge is close to the anticipated reinforcement time (Church, Meck, & Gibbon, 1994; Gallistel, King, & McDonald, 2004; Gibbon, 1977). Moreover, in the peak procedure, where “probe” trials are not reinforced and the CS continues for three or four times the anticipated reinforcement latency, subjects stop abruptly soon after that moment has passed. The distribution of the stops is almost perfectly normal, and it is narrow (coefficient of variation is approximately 0.16, Balci, Allen, et al., 2009; Balci et al., 2011; Church et al., 1994; Gallistel et al., 2004). On the other hand, when the distribution of wait times during CSs is exponential, response rate during the CS reflects the flat hazard function unique to the exponential (Libby & Church, 1974, 1975).

Subjects appear to do computations with the wait times they have learned (Gür et al., 2017): For example, the rate of learning \[1/(\text{trials to acquisition})\] is a scalar function of the \(C/T\) ratio, which, as already noted, is the ratio of the basal average wait time for reinforcement in the training context \(C\) and the average wait time \(T\) for reinforcement following the onset of the conditioned stimulus (CS for short). The larger the \(C/T\) ratio is, the fewer the number of reinforced trials required for the appearance of a conditioned response to the CS (Gallistel & Gibbon, 2000; Gibbon & Balsam, 1981; Gottlieb, 2008; Jenkins, Barnes, & Barrera, 1981; Sunsay & Bouton, 2008). The claim that this implies an arithmetic computation over encoded abstract quantities is, of course, both strong and controversial. In the Discussion, we argue that the ball is in the court of those who are uncomfortable with it.

Numerosity in Conditioning

There is also an extensive literature showing that the subjects in conditioning experiments learn the numerosities (Anobile, Cicchini, &
Burr, 2015; Davison & Cowie, 2019; Gallistel & Gelman, 1990; Gallistel, 1990; Geary, Berch, & Koepke, 2015; Kutter et al., 2018). Evidence that subjects compute with the numerosities they have learned comes from studies of the partial reinforcement extinction effect. The probability of reinforcement during training has a scalar effect on trials to extinction. If on average only 1 in \( n \) trials is reinforced during training, it takes \( nk \) trials to reach any given extinction criterion, where \( k \) is a constant that depends on the criterion (Chan & Harris, 2019; Gibbon, Farrell, Locurto, Duncan, & Terrace, 1980).

The probability of reinforcement is the ratio of the number of reinforced trials to the total number of trials. The trial types whose relative numerosity determines the probability of reinforcement are widely spaced episodes (Crystal & Smith, 2014; Kheifets, Freestone, & Gallistel, 2017). Moreover, reinforcement events have been shown to be but one among the types of events that can distinguish between trials/episodes in determining behaviorally important probabilities. In the switch protocol, trials are typed by their durations (Balci, Freestone, & Gallistel, 2009; Fetterman & Killeen, 1995; Kheifets et al., 2017; Kheifets & Gallistel, 2012). On some fraction of the trials, reinforcement is obtained after a short interval by poking into the “short” hopper, while on the complementary fraction, it is obtained by poking into the “long” hopper. At the beginning of each trial, subjects do not know which type of trial the computer has chosen. They learn to do the sensible thing: They go to the short hopper at the beginning of every trial and they switch their poking to the long hopper on those trials when poking in the short hopper fails to deliver reinforcement at the anticipated short latency specific to that hopper. When they depart too soon from the short hopper on a short trial type, they do not get reinforcement; when they depart too late on a long trial type (after the long reinforcement latency has elapsed), they also do not get reinforcement.

When there is a 2- or 3-fold ratio between the reinforcement latencies, subjects position the distribution of their departure times approximately optimally between the two temporal goal posts (between the short and long reinforcement latencies). Therefore, they get reinforcement on almost every trial. The position of the distribution of their departure latencies is, however, sensitive to the complementary probabilities of the short and long trial types. When the short probability is high and the long low, they shift their distribution away from the short latency hopper. When the reverse probabilities obtain, they shift their distribution in the opposite direction. When the probabilities abruptly change, subjects abruptly change their distribution. On a substantial percentage of the change occasions, subjects shift their departure distribution before they have missed a single reinforcement (Kheifets & Gallistel, 2012).

Content-based Theories of Learning

The discovery of the rich mnemonic contents produced by conditioning protocols and the long-standing evidence for the importance of derived ratio variables (rates, probabilities, the C/T ratio) has stimulated the development of nonassociative content-based theories of learning (Gallistel et al., 2019; Gallistel & Wilkes, 2016; Gallistel, 1990, 2012; Gallistel & Gibbon, 2000; Gibbon, 1977; Wilkes & Gallistel, 2017). In these theories, learning has two components, the second of which presupposes the first. First, there is the encoding into memory of the sensory properties (e.g., texture and color) and first-order nonsensory properties (e.g., duration and numerosity) of hierarchically structured episodes (Gallistel, 2017). Second comes the computation of stochastic models (Gallistel & Wilkes, 2016) based on these raw data. The stochastic models, which are themselves stored in memory, have two functions: 1) they enable more efficient coding of the data on which they are based; 2) they enable the predictions underlying the anticipation of future episodes.

It seems likely that some of the second component—the computation of stochastic models—occurs off line. Consolidation and reconsolidation phenomena are plausibly considered manifestations of off-line stochastic model computation, because stochastic model development may lead to recoding memories so as to reduce the amount of memory required to preserve the same data (Dudai, 2012; Wang & Morris, 2010). The computation of stochastic models may also be the computational explanation for the replay of episodes during sleep and quiet wakefulness (Foster & Wilson, 2006; Jafarpour, Fuentemilla, Horner, Penny, & Duze, 2014; Mattar & Daw, 2018;
As suggested by the preceding brief and very incomplete review, most of the literature that has shown that subjects in conditioning experiments learn durations and numerosities has focused on the effects of trial parameters: trial duration, intertrial interval, number of trials and number of reinforced trials. In the experiments we now report, we looked for effects at higher levels of the hierarchically structured episodes that conditioning protocols present to subjects. Trials are episodes. Embedded within them are events such as the onset and offset of the CS and the reinforcements. Sessions are episodes. Embedded within them are the trials. The days over which training occurs constitute a lengthy “episode” (one might prefer the term *epoch*). Embedded within the training epoch are the sessions during which reinforced trials occurred. Embedded within an extinction session (or epoch) are trials on which reinforcements did not occur. In some extinction protocols, several extinction sessions are embedded within the extinction epoch. In our experiments, we ask whether the numerical and durational parameters of these higher-level chunks of experience affect acquisition, extinction and recovery.

We examined the effect on the post-extinction recovery of conditioned nose-poking in the mouse of four numerical and temporal training variables: total number of training trials, number of training sessions, trials per session, and the span in days over which the sessions were spread. The variations in these parameters of acquisition training are shown in Table 1.

The intertrial intervals in all four experiments were drawn from an exponential distribution with a mean of 180 s, to which a 10-s interval was added, so that there was no intertrial interval shorter than 10 s. Thus, the average intertrial interval was 190 s, and it did not vary between experimental groups.

As may be seen in Table 1, the number of trials in a session varied from as few as two to as many as 40. Because the average intertrial interval was the same for every group, session duration scaled with trials-per-session.

We trained with a Pavlovian protocol in which reinforcement was the delivery of a food pellet at the termination of the 10-s white noise CS. Our index of conditioned responding was the *elevation score*, the difference in the number of pokes during the 10-s pre-CS intervals and the number during the 10-s CS interval immediately preceding the onset of the CS.

Extinction occurred during a single session the day after the last session of acquisition training. Our first measure of performance during extinction was trials to extinction; five CS presentations without a response terminated the session after five additional trials, thereby yielding the trials to extinction measure. Our second measure was the cumulative elevation score during the extinction session. If, as sometimes happened, the mouse made more pokes during the 10-s pre-CS intervals than during the CS intervals, this measure could be negative.

<table>
<thead>
<tr>
<th>Group</th>
<th># Sessions</th>
<th>Trials/Session</th>
<th>Span (days)</th>
<th>Total Trials</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 1.1 (n = 6)</td>
<td>28</td>
<td>2 or 3, mean = 2.5</td>
<td>28</td>
<td>70</td>
</tr>
<tr>
<td>Group 1.2 (n = 6)</td>
<td>7</td>
<td>40</td>
<td>7</td>
<td>280</td>
</tr>
<tr>
<td>Experiment 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 2.1 (n = 6)</td>
<td>7</td>
<td>40</td>
<td>7</td>
<td>280</td>
</tr>
<tr>
<td>Group 2.2 (n = 6)</td>
<td>28</td>
<td>10</td>
<td>28</td>
<td>280</td>
</tr>
<tr>
<td>Group 2.3 (n = 6)</td>
<td>7</td>
<td>40</td>
<td>28</td>
<td>280</td>
</tr>
<tr>
<td>Experiment 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 3.1 (n = 6)</td>
<td>24</td>
<td>10</td>
<td>24</td>
<td>240</td>
</tr>
<tr>
<td>Group 3.2 (n = 6)</td>
<td>6</td>
<td>40</td>
<td>6</td>
<td>240</td>
</tr>
<tr>
<td>Experiment 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group 4.1 (n = 6)</td>
<td>8</td>
<td>10</td>
<td>8</td>
<td>80</td>
</tr>
<tr>
<td>Group 4.2 (n = 6)</td>
<td>8</td>
<td>40</td>
<td>8</td>
<td>320</td>
</tr>
</tbody>
</table>
A pilot experiment showed negligible recovery of the elevation score in a four-trial session on the 7th day postextinction, but substantial recovery in a second four-trial session on the 21st day postextinction. Therefore, each of the groups had a four-trial recovery session with no reinforcement at a "short" postextinction lapse and again at a "long" lapse. For the groups in Experiment 1, the probe days were Day 3 and Day 18. For the seven groups in the last three experiments, the short probe for recovery was on Day 7 postextinction and the long probe on Day 21. The short probes always yielded little or no recovery (Fig. 1), replicating the pilot result. Therefore, we focus our analysis on the results from the long probes, which always yielded significant recovery.

Method

Subjects

The subjects were male C57Bl/6 mice obtained from Harlan (Indianapolis, IN). They were about 9-11 weeks old and weighed between 16.3 and 20.9 g when the experiments started. They were housed individually in plastic tubs, and maintained on a 12:12 hr photoperiod, with lights on at 22:00 hr. Behavioral testing occurred during the dark phase of the photoperiod. Water was available ad lib in both the home cage and the experimental chambers, while food was restricted to keep body weight at approximately 85% of free-feeding weight. Standard rodent chow was given at the end of each session. Mice remained on their deprivation schedule until the first spontaneous recovery test, after which they received unrestricted food until 4 days prior to the second test, when we returned them to the deprivation schedule.

Apparatus

Experimental sessions took place in modular operant chambers (Med Associates, Georgia, VT, model # ENV307W) measuring 21.6 cm x 17.8 cm x 12.7 cm, housed in individual ventilated, sound-attenuating boxes. Each chamber was equipped with a pellet dispenser connected to a feeding station on the center of one side. The station was a cubic hopper, 24 mm on a side, equipped with an infrared (IR) beam that detected nose pokes and a 5-watt light that illuminated the hopper when turned on. Mounted on the opposite wall were a clicker generator (80 dB, 10 Hz), a white noise generator (80 dB, flat 10-25,000 Hz), and a house light (28 V DC, 100 mA). At the end of the feeding latency (10 s) a 20-mg precision pellet (TestDiet, 5TUM 1811143) was delivered in the feeding station. The experiment was controlled by computer software (Med-PC IV, Med Associates) that also logged and time-stamped the events—the onsets and offsets of interruptions of the IR beams in the station, the onsets and offsets of white noise, and the delivery of food pellets. Event times were recorded with a resolution of 20 ms.

Procedure

Body weights were recorded right before the start of each session. The house light remained illuminated throughout the experiment.

Acquisition. Sessions started with an intertrial interval (ITI) drawn from an exponential distribution with a mean of 180 s. This ITI was followed by a fixed, unsignaled 10-s interval (pre-CS period), at the end of which a trial started (10 s white noise terminating in pellet release). A 100-ms clicker signaled pellet delivery.

Extinction. The day after their last acquisition session all mice received a single extinction session. There were no pellets or clickers delivered at the end of the white noise. In every other aspect, the extinction session was
identical to an acquisition session. After the first 20 trials, an extinction criterion was employed. A mouse should make no responses during the CS for five consecutive trials. The session ended five trials after this criterion was met.

**Spontaneous recovery tests.** All mice were tested for spontaneous recovery 1 and 3 weeks postextinction, except in Experiment 1, where they were tested at 5 and 18 days post extinction. Each test included four presentations of the white noise in the absence of a reward.

**Statistical Analyses**

**Estimating the trial at which consistent anticipatory responding begins.** This was taken to be the point in the cumulative record (the cumsum of the elevation scores) at which the cumulative record permanently exceeded 20 presses above its minimum.

**Statistical comparisons.** We did two tests for each comparison, a two-tailed $t$ test followed by a Bayesian alternative. In the Bayesian test, the normalized likelihood function for the mean of the “control” group is the null prior. It represents the hypothesis that the mean of the “experimental” does not differ from the mean of the “control” group. A second prior distribution, called the alternative prior, represents the hypothesis that the mean of the “experimental” group may differ from that of the “control” group. It specifies the range of deviations that might reasonably be expected. In the Bayesian equivalent to the two-tailed $t$ test, the alternative prior distribution spreads out beyond both tails of the null prior.

The more widely the alternative prior spreads, the more the resulting BF will favor the null hypothesis. Thus, there is always the question what a reasonable spread is. If the data are numerous (say, more than 20) on both sides of a comparison and the distributions do not overlap, there is no point in doing a statistical test. Regardless of what test one uses, the probability that the two distributions have the same mean will be infinitesimal. Therefore, the fact that one thinks it appropriate to do a statistical test implies that the data on at least one side of a comparison are not numerous (e.g., $n = 6$) and/or the distributions overlap. In the light of these considerations, we chose as the prior for our alternative to the null a flat distribution that extended to $2\sigma$ to either side of the mean of the null prior, where the value for sigma was the pooled standard deviation. Figure 2 shows the graphs of the null prior, alternative prior and likelihood function produced by the BF2 command applied to three of the comparisons. The question of which group was the “control” and which the “experimental” was moot in these experiments, but the results from BF2.m are the same regardless of which group is assigned which role (Gallistel, 2009).

The raw data and the Matlab™ code that analyzed them are in a publicly accessible repository (https://github.com/CRGallistel/TimeNumberAcqExtRecov). Included in the DataFiles folder in the repository are files LongTable.mat and LongTable.csv. They contain a long table with the subject-by-subject summary statistics that entered into the plots and statistical comparisons in this report. The Matlab™ code that generated the figures and the statistical comparisons, using data in that long table, is in the file CRGcode.m in the MatlabCode folder in that repository. The Matlab™ commands for the statistical comparisons and the results they produced may be accessed in the LT.Properties.UserData of the LT table variable in the LongTable.mat file.

**Results**

**Acquisition**

Figure 3 plots the cumulative records (cumsum) of the trial-by-trial elevation scores (number of responses during the CS minus number during 10 s pre-CS interval) throughout the procedure (acquisition, extinction, and recovery) for the 12 subjects in Experiment 1. The top six panels are for the subjects that received either two or three (on average 2.5) trials per session for 28 daily sessions of acquisition training (Group 1.1 in Table 1). The bottom six panels are for the subjects that received 40 trials per session for seven daily sessions (Group 1.2). Thus, between the two groups there was a four-fold difference in the number of training sessions and in the number of training trials, but in opposite directions; the group with the 28 training sessions had four-fold fewer total training trials than the group with only seven sessions. The relatively few training trials for the top group explain why their cumulative records attain
much lower asymptotic cumulative differences (y axis) and why these cumulative records terminate at fewer than 150 trials (x axis).

Inspection of the inserts in Figure 3 suggests a conclusion that we confirm later: a four-fold increase in the number of training trials—from 70 or 80 total trials to 240 or 280—has no effect on the cumulative elevation score in the recovery sessions. What increases recovery is the span of training, not the number of trials in that training.

The thin solid vertical lines in Figure 3 mark trials to acquisition (the onset of a reliable response to the CS). The distributions of the loci of the vertical lines in the two sets of panels do not overlap; every subject in the top group (1.1) began responding reliably to the CS in fewer than 50 trials; every subject in the bottom group (1.2) began after more than 50 trials. For this comparison, we have a 2-tailed $t(10) = 5.16$, with $p < .001$ and a bi-directional Bayes Factor (BF) of almost 1,000:1 against the null hypothesis that the means of these two distributions do not differ. This result is further confirmation of the well-established and robust effect of trials per session on the rate of acquisition, when measured by either trials or reinforcements to acquisition: Fewer trials per session increase rate of acquisition (Kehoe & Macrae, 1994; Papini & Dudley, 1993; Papini & Overmier, 1985).

A different measure of the efficiency of reinforced trials in promoting the appearance of the conditioned response may also be considered: cumulative training time—the amount of time the subject has been in the training context experiencing reinforced trials and cumulative CS experience, together with the cumulative counts of reinforcements occurring in the context and during CS, are the determinative quantities in Rate Estimation Theory, a parameter-free theory of cue competition (aka assignment of credit) in Pavlovian protocols (Gallistel, 1990; Gallistel & Gibbon, 2000). For Group 1.1 (two or three trials/session), the mean cumulative time in the training context when a consistent conditioned response to the CS appeared was 116 min; for Group 1.2 (40 trials/session), it was 198 min ($t(10) = 4.63, p < .001$, Cohen’s $d = 2.7$; BF $>> 100:1$ against the null). Thus, by either measure of trial efficiency (trials to
Fig. 3. Cumulative records of the elevation scores for subjects in Experiment 1 (cumulative elevation score versus cumulative number of trials). The top six panels are the records for the subjects in Group 1.1 (28 sessions with only 2 or 3 trials/session); the bottom six are for the subjects in Group 1.2 (7 daily sessions with 40 trials/session). Thin solid vertical lines mark the trial on which consistently elevated nose poking during the CS is estimated to have first appeared. The dotted vertical lines mark the end of training (end of the acquisition sessions) and the end of the extinction session. The insets show only the extinction and recovery portions of the cumulative records. The dotted vertical lines in the insets mark the end of the extinction session. The axes’ scales for the insets are 0 to 60 trials on the x axis and 0 to 100 for the cumulative elevation score on the y axis (with one exception, S7, where the x-axis scale is 0 to 80).
acquisition or training time to acquisition), conditioning progresses more rapidly when sessions are short with very few trials per session. In the Discussion, we consider why this might be.

When sessions have only one or a very few trials, there will generally be more sessions before the conditioned response appears, in which case elevated responding appears only after a longer span of training (number of days over which sessions are distributed). This suggests that the span of training may itself be an important variable.

Figure 4 plots trials to acquisition as a function of the span of training. One sees that the inverted triangles (inside the dashed oval) are outliers. They are the data from the upper group in Figure 1 (Group 1.1). If we exclude this group, there is no effect on trials to acquisition of the other combinations of span and number of trials per session. The thin almost horizontal line connects the mean of all the points to the left of a span of 9 days to the mean of all the points to the right of a span of 23 days, excluding only the inverted triangles.

The difference between these two means does not approach statistical significance whether assessed by a two-tailed $t$ test or by a Bayes Factor. The comparisons that justify pooling the data that went into the mean for the left cluster and pooling the data that went into the mean of the right cluster did not yield $p$ values or BFs that approached conventional alpha levels (.05 for $p$’s, 3 for BFs).

Besides the training of Group 1.1, the training of three other groups in the cluster at right in Figure 4 spanned more than 23 sessions: Group 2.2 had 28 daily 10-trial sessions. Group 3.1 had 24 daily 10-trial sessions. Group 2.3 had seven 40-trial sessions at intersession intervals that ranged between 1 and 7 days, with an average intersession interval of 4 days. Our intent in including this group was to determine whether a long span of training induced stronger recovery even when that span contained relatively few sessions.

A one-way ANOVA for all the Groups in Figure 4 except Group 1.1 (inverted triangles within dashed oval) yielded an $F$ that did not approach conventional levels of significance.
That and the BFs favoring the null from all the pairwise comparisons between these groups (all groups except 1.1) provide statistical support for the conclusion that when sessions have more than a very few trials, the efficacy of those trials in promoting the appearance of conditioned responding is reduced. The groups with twenty-eight 10-trial sessions or seven 40-trial sessions fall in with all the groups for which the span of training was
less than 9 days with daily sessions containing 10 to 40 trials. Thus, we conclude that “many” trials means not more than a few (two or three); 10 trials in a session is already “many.” This conclusion is consistent with previous results on the “trials per session effect” (Kehoe & Macrae, 1994; Papini & Dudley, 1993; Papini & Overmier, 1985).

Extinction and Recovery

Figure 5 plots the results from the extinction and recovery phases of the experiment. (See insets in Fig. 3 for examples of the cumulative records of extinction and recovery.) The different panels contrast the effects and lack of effects of widely differing numbers of training trials and widely differing training spans on final performance, trials to extinction, total responses in extinction, and recovery from extinction.

The number of training trials has a strong effect ($d = 1.6$) on the elevation score at the end of conditioning (top left panel in Fig. 5). Rate of responding is a common measure of associative strength. However, the number of training trials has no effect on trials to extinction (middle left panel) nor on the cumulative elevation score during extinction session. Therefore, if rate of responding at the end of training measures associative strength, then associative strength at the conclusion of training has no effect during extinction.

The span of days over which training occurs has no effect on trials to extinction (bottom left panel), nor on the amount of responding observed during extinction (right middle). The span of training does, however, have a strong effect ($d = 1.3$) on the cumulative responses during a four-trial probe for recovery 21 days postextinction (bottom right panel). That this is an effect of the span rather than the number of sessions is shown by comparing the recovery in the three groups in Experiment 2, the experiment that varied session spacing and session number while holding total trials constant (Fig. 6). Three weeks postextinction, there was robust and very similar spontaneous recovery for the two groups with a long training span, despite the fact that one group had only seven sessions (with an average of 4 days between them), while the other had 28 daily sessions. A mixed models ANOVA revealed significant main effects of Test ($F(1,15) = 48.4$, $p < .001$), Group ($F(2,15) = 11.62$, $p = .001$), and their interaction ($F(2,15) = 11.03$, $p = .001$). The source of this interaction was the absence of spontaneous recovery in the short-span group with the seven daily sessions ($t(5) = 0.27$, $p = .40$, one-tailed), as opposed to the two groups with a 28-day training span.

Discussion

Theoretical Implications

Implications for content-based theories of Pavlovian conditioning. We take our results and those of others (Bratch et al., 2016; Crystal & Smith, 2014; Panoz-Brown et al., 2016; Panoz-Brown et al., 2018; Wilson, Mattell, & Crystal, 2015; Zhou, Hohmann, & Crystal, 2012) to suggest that the memory contents that drive classically conditioned behavior come from a hierarchically structured record of the episodes in the conditioning experience. The levels of the hierarchy are dictated by the different time spans at which the temporally structured conditioning experience unfolds—from point events (CS onsets and offsets and reinforcement deliveries), to the trial events in which these point events are embedded, to the sessions in which the trial events are embedded, to the epochs over which training may extend, in which the session events are embedded.

The construal of experience. A hierarchically structured representation of the conditioning experience enables subjects to construe it in different ways for different purposes. Different construals permit different policies and mixtures of policies. Consider for an example a protocol in which a subject must press one lever, the “prepare” lever, a fixed number of times in order to arm a “deliver” lever. Pressing the deliver lever after it is armed delivers a pellet. In a sequential counting task such as this, the count and the time elapsed in making it are highly correlated. Therefore, two strategies are possible, based on two different construals of the target during the preparatory phase: 1) Press the “prepare” lever a target number of times. 2) Press the “prepare” lever steadily for a target amount of time. These are not mutually exclusive strategies. If a subject sometimes loses the count of
the number of presses so far made while retaining a measure of the time elapsed since it began pressing the "prepare" lever, it may switch from a count target to a time target. Light et al. (2019) devised an analysis of the sequence of presses on the prepare lever that enabled them to detect any of three possible strategies, a count strategy, a timing strategy or a mixed strategy. In a group of eight mice subjects, one mouse relied almost entirely on a count strategy, one relied almost entirely on a timing strategy, and the other six relied on a mixed strategy. A representation of the training experience that holds both possible targets in memory makes this possible.

The minimalist construals allowed in model-free reinforcement learning theories allow only a few policies (Dayan, 2002; Dayan & Berridge, 2014). A construal that takes account only of the number of training trials in our protocol would not enable a strategy that takes session-level properties (trial spacing, number of trials per session, session duration, the probability of reinforcement) into account. A construal that takes account only of session-level statistics would allow neither trial-level statistics (e.g., trial duration, the distribution of CS–US intervals) nor span-level statistics (e.g., the duration of the span, the number of sessions within the span, the distribution of interspan intervals) to affect the behavior.

Our results and others imply that rodents and birds construe their experience of a Pavlovian conditioning protocol at different levels in different phases of the experiment, because the different policies appropriate to different phases depend on different construals. The policy that determines how rapidly they respond during a CS takes the reinforced trials so far accumulated as an input (Fig. 5, top left). The policy that determines how many responses they will generate before not responding at all for five successive trials does not take reinforcements so far accumulated into account (Fig. 5, top right and middle left). The strategy pigeons and rodents implement during extinction takes into account the probability that a trial during the training epoch was reinforced (Bouton, Woods, & Todd, 2014; Drew, Walsh, & Balsam, 2017; Drew, Yang, Ohyama, & Balsam, 2004; Harris, 2019; Harris & Andrew, 2017). The policy that determines behavior during extinction construes trials as reinforced or not; it is, however, indifferent to how often reinforcement occurred within a reinforced trial (Harris, Kwok, & Gottlieb, 2019) and it is indifferent to the \( C/T \) interval, the variable that has a scalar effect on trials and reinforcements to acquisition (Gibbon et al., 1980).

The just-cited finding that increasing the number of reinforcements within the reinforced trials in a partial-reinforcement protocol does not affect trials to extinction (Harris et al., 2019) comports with our analogous finding at the session level: What matters when it comes to the strength of recovery is not how many reinforced trials there were during training nor how many such sessions there were. What matters is whether there were reinforced trials, however few, and the span of training over which sessions containing reinforced trials were spread, not how many such sessions there were within that span.

There may also be an analogy between the effect of spacing trials within sessions and the effect of spacing sessions within the span of training. Because of the effect of trial spacing on acquisition, the number of trials does not affect the progress of conditioning (Gallistel, 2009; Gottlieb, 2008). Similarly, because of the effect of session spacing on recovery, the number of sessions within the span, the distribution of interspan intervals) to affect the behavior.

![Fig. 6. Recovery at 21 days postextinction for the three groups in Experiment 2. The legend gives for each group the number of sessions (s), trials per session (t), and span of days (d) over which the sessions were distributed. Total trials \((s \times t)\) was the same in all groups (280). The two groups with a long training span showed greater (and very similar) recovery, while the group with the short training span showed almost no recovery.](image-url)
number of sessions did not matter in our experiments. What matters for acquisition (the appearance of a conditioned response) is the CS–US interval and cumulative training time, not the cumulative number of trials within that time (Gallistel, 2009; Gottlieb, 2008). Similarly, in our results, what mattered for the robustness of recovery at 21 days post-extinction was the span of days covered by the training sessions, not the number of sessions within that span (Figs. 5 and 6). Testing the generality of this conclusion is a task for the future.

When rats adjust to unpredictable changes in the relative rates of reinforcement in a choice protocol, their strategy for timing the durations of their hopper visits takes into account the frequency of the changes in the rates of reinforcement at the two locations. If there have been no changes for many sessions, rats detect the change quickly, but they adjust to it slowly. Moreover, their pre-change pattern of visit durations recovers for a while at the beginnings of the next two or three sessions after this unexpected change (Gallistel, 2012; Gallistel, Mark, King, & Latham, 2001). When, however, the changes in the relative rates of reinforcement have recently been frequent, rats adjust completely and abruptly shortly after each change—and they show no recovery.

Together, these trial-level and session-level results suggest that subjects count and time episodes defined at very different time scales (from seconds to days). They further suggest that in making the counts and timing the durations of lower level events (trials and hopper visits), subjects distinguish between these different units of experience (episodes) on the basis of different events or different measures embedded within those episodes—whether the trials were reinforced or not and how long they lasted.

The policy a subject adopts when confronted with a change in the stochastic properties of its multilevel representation of its experience depends on the numerical and temporal properties it has encoded. The policy adopted during extinction following training with partially reinforced trials depends on the probability of a reinforced trial, which is to say on counts of reinforced trials and total trials. On the other hand, the policy a subject adopts when confronted with context extinction—placement in a context where reinforcements were previously provided gratis at random times, but where now no more reinforcements occur—must be based on elapsed time without reinforcement, because the only objectively observable episode in such a protocol is the session. Mustaca, Gabelli, Papine, & Balsam (1991, their Fig. 4) show context conditioning extinguishing during a single session, followed by diminishing spontaneous recovery in subsequent sessions, each recovery followed by within-session reextinction. Elapsed time without reinforcement must have driven the within-session progress of the extinction of context conditioning in their protocol. Thus, the policy in force during extinction may take either the count of unreinforced trials or the time elapsed without reinforcement, depending on the circumstances.

Our intuitive account of our finding that the span of training affects the strength of recovery is that the longer the span of time in which the CS had predictive power, the longer and more vigorously subjects will explore the possibility that its predictive power has returned. The memory of an earlier state in which the CS had predictive power also leads the subject to rapidly resume anticipatory responding when given renewed evidence of CS’s predictive power (Napier, Macrae, & Kehoe, 1992; Ricker & Bouton, 1996). In our view, the phenomena of recovery, renewal, reinstatement and rapid reacquisition are all manifestations of a policy for dealing with manifest non-stationarity. Recovery is probing for whether what was once true may be again true. Reinstatement is this same probing elicited by an unexpected reinforcement. Renewal is this same probing when elicited by a change in context. Rapid reacquisition reflects the same remembered fact that drives recovery, renewal and reinstatement, namely, that there was an epoch during which the CS predicted reinforcement. The increasing rate of extinction in protocols with repeated acquisition and extinction (Clark, 1964; Craig, Sweeney, & Shahman, 2019; Davenport, 1969) reflects the memory for previous extinction episodes and how long they lasted.

So far as we know, there is little quantitative work on the effect of training span on recovery. The experiments here reported were exploratory. To get some idea of what variables mattered and what did not, given the
large parameter space, we had to have many groups. For practical reasons, they had to have small \( n \). The data in hand do not support the development of a computational model of recovery because we have almost no data on the time course of recovery when the span and the session frequency during acquisition are both varied. The relevant experiments will require a great many experimental groups because the different variables that have been shown to be relevant covary and interact in poorly understood ways (Papini & Overmier, 1985). Serious quantitative modeling will require data on trade-offs between these variables, because trade-off functions are much more powerful revealers of underlying processes than are psychometric functions (Gallistel, Shizgal, & Yeomans, 1981).

**A prediction.** The current state of our knowledge does, however, suggest predictions to guide further research. The trials required before the appearance of a conditioned response in appetitive Pavlovian conditioning (and in eyelink conditioning) generally number close to half a hundred and often much more (see Fig. 3, for example). It has long been known, however, that this number depends very strongly on the ratio of the average intertrial interval to the average wait for reinforcement following CS onset (Gallistel & Gibbon, 2000; Gibbon & Balsam, 1981; Gottlieb, 2008). Once one has chosen an average duration for the CS, the longer one makes the average interval between trials, the more informative CS onset becomes. The more informative it is, the fewer the trials required for the conditioned anticipatory response to appear (Balsam, Fairhurst, & Gallistel, 2006; Gottlieb, 2008; Jenkins et al., 1981; Ward, Gallistel, & Balsam, 2013; Ward et al., 2012).

Given our current results and those just cited, we assume that the policy that determines the appearance of consistent anticipatory responding in a Pavlovian delay conditioning protocol takes into account both the informativeness of the trials and the evidence that there is within-session and session-to-session (day-to-day) stability in the predictive value of the CS. In any given session, one or a very few reinforced trials establish for the subject that the predictive power of the CS remains in force. That is why adding more reinforced trials to the sessions does not affect the amount of responding seen in probes for recovery. By contrast, adding more (few-trial) sessions does affect recovery. We assume that this is an effect of the increased span of training, because the same effect is produced by adding a few (trial-rich) sessions spread out over a comparable span.

These conclusions led us to a prediction: One should be able to get appetitive conditioned behavior in a Pavlovian delay protocol after a very few trials, provided one uses highly informative CSs (short with very long average intervals between them) and provided one has more than one session, thereby spreading training over a span of 2 or more days. We are grateful to an anonymous reviewer for calling to our attention experiments that turn our prediction into a successful retrodiction. In a long sequence of fascinating and important experiments on acquisition in autoshaping, Jenkins et al. (1981) had more than one condition in which there were daily 15-min-long (900 s) sessions with a single 8 s conditioning trial—thus, with a highly informative C/T ratio of 60:1. The median trials to acquisition in these conditions was 2.5. This is dramatically fewer trials to acquisition than is commonly observed in autoshaping experiments with many trials per session (see Fig. 9 in Gallistel & Gibbon, 2000 and other conditions in Jenkins et al., 1981; Kehoe & Macrae, 1994; Papini & Dudley, 1993; Papini & Overmier, 1985).

### The Time Scale of Recovery

The only theory of spontaneous recovery which treats *encoded* time as a critical determinant is Devenport’s Temporal Weighting Rule (TWR, Devenport, 1998; Devenport, Hill, Wilson, & Ogden, 1997). According to TWR, spontaneous recovery reflects the animal’s decision to reinvest in a CS because on average, over the longer run, it has produced more than it has failed to produce. Specifically, the animal computes an estimate of the value of a CS as a signal of reward. This estimate is a weighted average (\( V_w \)) of all experiences with the CS, with each experience (\( Q_i \)) being weighted by its recency (i.e., inverse of time, \( T_i \), since that experience). Equation 1 shows the mathematical formulation of the model:

\[
V_w = \sum_{i=1}^{n} \left( Q_i \times \frac{1}{T_i} \right), \quad \sum_{i=1}^{n} \left( \frac{1}{T_i} \right)
\]
More recent experiences are weighted more heavily but their privileged weight is discounted in a hyperbolic fashion with the passage of time. Thus, soon after extinction, responding is still depressed because the extinction experience (the quality of which is 0) carries a considerably heavier weight. After a longer delay, however, the extinction weight becomes more similar to the acquisition weight(s) (time makes the extinction experience look less and less recent relative to acquisition\(^1\)) and the internal estimate regresses to the true (unweighted) mean, thereby causing the appearance of spontaneous recovery.

TWR’s treatment of time as an encoded part of the learning episode allows it to explain an interesting finding by Rescorla (2004). He showed that not just the extinction-test interval but also the training-test interval affects spontaneous recovery. He trained rats in a magazine approach procedure with two stimuli that differed only in the interval between their acquisition and extinction training. For one of the stimuli the two training regimes were separated by 8 days, while for the other that interval lasted only 1 day. Both stimuli were tested 2 days after extinction. Despite identical extinction curves, the stimulus with the shorter interval between acquisition and extinction showed greater spontaneous recovery during testing. Thus, the acquisition–extinction interval inversely affected spontaneous recovery.

Devenport’s Temporal Weighting Rule anticipates the finding that the group given many trial-poor sessions shows more recovery than the group given a few trial-rich daily sessions, only if the session, as opposed to the trial, is the unit of experience that enters into the weighted averaging process. However, TWR wrongly predicts that spacing the same number of sessions should, if anything, reduce spontaneous recovery, since it moves the acquisition experiences farther into the past, thus diminishing their positive influence on the weighted average at the time of testing. Our data indicate that spacing the sessions enhances spontaneous recovery, in a similar way that spacing trials enhances conditioning.

Regardless, we think that Devenport’s TWR is the right sort of theory for two reasons: First, it posits a rational strategy for coping with the non-stationarity of predictive relations between events. Second, it assumes that the temporal properties of those events are stored in an accessible memory, from which they may be retrieved to serve as the construal on which a strategy (aka policy) is based. However, as just noted, some of our results are inconsistent with TWR. It seems likely that spontaneous recovery has a time course and that this time course depends on both the span of training and the span of extinction in ways that must be elucidated by further experiment.

A longer span of extinction has been shown to suppress spontaneous recovery (Tapias-Espinosa, Kádár, & Segura-Torres, 2018). However, as in most studies of recovery, recovery was probed at only one postextinction delay. In our exploratory experiments, we probed at two delays (1 or 3 days, and 18 or 21 days). Within-subject probes at multiple delays raise a delicate methodological issue, because each probe is another extinction session. It is plausible in the light of the arguments we have already made that what matters in these probes is the spacing of the sessions more than the number of trials in them. When one probes with even a very few unreinforced at 21 days, one informs the subjects that the predictive power of the CS has not returned after that span of time. This may well affect the strength of recovery observed a few days later.

For future work, we suggest a method that takes into account what has so far been learned: Train with a short CS, because the shorter the CS is, the shorter will be the cumulative session time required for the appearance of the conditioned response. Train with only one trial per session, with session times very much longer than the CS duration; a C/T ratio in the range of 50 to 100 appears desirable. The times of occurrence of the CS within a session should be randomly chosen from a uniform distribution. Under these conditions, one can reasonably expect the conditioned response to appear after only two or three sessions. The days spanned by those training sessions should be varied, because our results imply that it is important. The interval between the end of training and the onset of

\(^1\)The effect of hyperbolic discounting will be better exemplified by considering the following example. Suppose an animal receives acquisition training during day 1, followed by extinction training on day 2. On day 3 the extinction experience is twice more recent (1/1d) than the acquisition experience (1/2d). However, 11 days after extinction both experiences are almost equally recent (extinction recency = 1/11d, acquisition recency = 1/12d).
extinction sessions should also be varied (Rescorla, 2004). The span of extinction should also be varied (Tapias-Espinosa et al., 2018). Fortunately, this can be done in such a way as to also vary the intervals between the end of extinction and the probe for recovery: As we have just noted, probes for recovery are further extinction sessions. Thus, in varying the interval between extinction sessions one is varying the intervals at which one is probing for recovery.

**Clinical Implications**

If our conclusions hold up under further experimental tests, they suggest an explanation for the difficulty of permanently extinguishing maladaptive learned behavior. They suggest that the longer the underlying construal of the situation that elicits the behavior has lasted, the more difficult it will be for extinction experiences to persuade the brain that there is a vanishingly small probability of that construal becoming again worth entertaining at some point in the perhaps distant future. The only way to forestall this would be to repeat the extinction experience at least briefly at ever increasing intervals.

**The Challenge for Computational Neuroscience**

Formal modeling in computational behavioral and cognitive neuroscience is understandably concerned with neural plausibility. This concern, however, confronts modelers with a dilemma: On the one hand, memory has factual content, which is retrieved on demand in order to inform current behavior. That human brains contain a great many retrievable quantitative facts about their past experiences is evident from introspection. A vast range of well documented facts about learned behavior in nonhuman subjects (Gallistel, 1990), including even insects (Menzel et al., 2005; Menzel et al., 2011; Menzel et al., 2012) implies that nonhuman subjects also remember abstract quantitative facts, such as times of day, durations, distances and directions. On the other hand, the neuroscientific theory of memory—Hebbian synapses, also known as plastic synapses—does not attempt to explain how factual content is encoded in memory (Gallistel, 2017; Gallistel & Matzel, 2013). Indeed, the problem of encoding factual content is rarely if ever discussed in neurobiological reviews on the status of the search for the engram (Poo et al., 2016). It is as if the genetic code were not discussed in reviews of the material basis of heredity.

This dilemma is manifest in the kinds of models modelers tend to prefer. They prefer models in which behavior is based on one or a very few sufficient statistics that 1) can be computed event by event as running averages, and 2) can be regarded as being in some sense associative strengths, hence encodable in plastic synapses. (This latter more implicit part of the agenda often requires reading between the lines.) We resist giving citations for two reasons. First, a list of appropriate citations would occupy several pages. Second, no matter how many citations we give, some will protest that there exist exceptions, which we do not deny. Despite the exceptions, it is a historical fact that: 1) associative bonds have always been conceived of as conductors of activation, not as symbols that encode the facts about the world revealed by a subject’s experiences; and 2) this associative conception of memory has determined almost all efforts to discover the physical basis of memory, whether by experiment or by neurobiologically oriented formal modeling of learned behavior. The focus, both experimentally and in modeling, is on trials, because trials are the episodes within which occur the temporal pairing of events that is assumed to drive the associative process (Poo et al., 2016; Schultz, 2015).

We believe our results and other long-established results that we have repeatedly cited pose a strong challenge to the associative conception of learning and memory. One indication of the seriousness of the challenge is that the results now to be summarized are robust and large effects that are well established experimentally and have been for decades, yet there are very few attempts to deal with them within formalized associative theories of associative learning.

**The Fundamental Importance of Computationally Derived Ratios**

**Probability of reinforcement.** The probability of reinforcement during training is known to have a scalar effect on trials to acquisition
and on trials to extinction (Chan & Harris, 2019; Gibbon et al., 1980). Because these effects on trials to acquisition and trials to extinction are scalar, the probability of reinforcement has no effect on reinforcements to acquisition and omitted reinforcements to extinction. The difficulties that this partial reinforcement extinction effect (PREE) poses for associative theories were discussed at length in decades-old influential reviews (“The most critical problem facing any theory of extinction is to explain the effect of partial reinforcement. And, for inhibition theory, the difficulties are particularly great,” Kimble, 1961, p. 286). That quote is 58 years old. Nonetheless, the authors of a recent ambitious modeling effort, who stress the importance of a model that accounts for a wide range of results (Luzardo, Alonso, & Mondragón, 2017), do not deal with the scalar PREE. One wonders where physics would be today if mathematically inclined physicists in the 17th century had ignored the variables that have scalar effects.

Why is the dramatic effect of probability of reinforcement on the most basic variable in any associative theory—the number of trials—such a challenge for associative theorists? Because the probability of reinforcement is the ratio of two counts, a count of the number of reinforced trials and a count of the total number of trials (or, if one thinks the psychologically relevant statistic is the odds ratio rather than the probability, then a count of the nonreinforced trials). The events that must be counted to derive the ratio that drives the behavior are widely and variably spaced in time, and often they do not co-occur. A counter of sequential events must contain a memory mechanism that retains the current count. Whatever the physical variable is that encodes the current count, it must not decay with time. A probability or an odds ratio is one count divided by another count. Because both counts must be retained in a memory of some kind, their ratio can only be derived by a mechanism that implements division and has access to the counts in memory. In short, the counts of different events widely separated in time cannot be conceptualized as stimuli that can activate neurons that become connected to other neurons by means of an associative process. The effects of the ratios between counts seem to require both counters, a memory capable of storing counts, and a mechanism that can access stored counts to compute their ratio. Neuroscience has nothing to say about what such a mechanism might look like. That’s the problem.

The C/T ratio. Again, we have a ratio of two quantities—two durations—and, again, the ratio of these two quantities is known to have a scalar effect on the most basic variable in associative theories of learning, the rate of acquisition (the reciprocal of trials to acquisition). Decades ago, Jenkins et al. (1981, p. 255) wrote, “The effect of trial spacing is so large that no theory of [Pavlovian conditioning] can be considered adequate unless it provides an account of how spacing exerts its effects.” In that same volume, Gibbon and Balsam (1981) showed that the effect of the spacing was scalar: Increasing the cycle duration (the US–US interval) by a factor of reduces reinforced trials to acquisition by $1/f$. The effect of this increase is itself scaled by the CS duration: Trials to acquisition is a function of the ratio between the trial spacing (the US–US interval) and the wait for reinforcement in the presence of the CS (Balsam & Gallistel, 2009; Ward et al., 2012).

More recently, Gottlieb confirmed an extremely counterintuitive consequence of this scalar effect. He showed that reducing the number of reinforced trials in a Pavlovian protocol by a factor of 8 while maintaining the spacing of the remaining reinforced trials (thereby increasing the cycle duration by a factor of 8) reduced trials to acquisition by a factor of 8 (Gottlieb, 2008). This result is a mathematical consequence of what Gibbon and Balsam (1981) had shown more than a quarter century earlier. Nonetheless, Gottlieb’s result was so counterintuitive that a reviewer of his manuscript wrote “Only a few crazies in the Gallistel lab could believe that the number of trials does not matter.” In short, this is another long-established, obviously important quantitative fact that most authors of associative models—even the authors of ambitious models (Luzardo et al., 2017)—make no attempt to deal with and that some reviewers think can only be treated with disbelief. Why is this such a problem?

Like numbers, durations cannot be treated as stimuli in any neurobiologically meaningful...
sense. There are neurons that are tuned to
the proportion of a learned interval that has
so far elapsed (Eichenbaum, 2013, 2014; Mac-
Donald, Lepage, Eden, & Eichenbaum, 2011;
Mau et al., 2018). But the existence of these
neurons does not justify treating different
elapsed times as stimuli in the neurobiological
sense (Gershman & Uchida, 2019; Gershman,
Moustafa, & Ludvig, 2014). Their existence
could have been inferred from the long-
established fact that conditioned behavior is
appropriately timed: If the moment at which
reinforcement occurs can be anticipated, then
conditioned responding peaks at that
moment, and it subsides soon afterwards if
reinforcement fails to occur (Church et al.,
1994). The discovery of these neurons is a step
forward, but it does not address the essential
mechanistic question, which is, What do we
have to assume exists in a machine in order to
explain behavior driven by the ratio of two
very different durations obtained by timing dif-
ferent event types? Time does not act on sen-
sors in either the engineer’s or the
neurobiologist’s understanding of what a sen-
 sor is. From the engineer’s perspective at least,
the machine whose behavior depends on tem-
poral ratios must contain timers. And, given
that its behavior is driven by the ratio of the
averages of two very different variable dura-
tions, then the machine must also possess a
memory mechanism capable of retaining at
the very least two averages. It must also con-
tain a mechanism that can access those aver-
ages and output their ratio. Neuroscience has
nothing to say about what such a mechanism
might look like. That’s the problem.

Different Policies are Based on Different
Protocol Quantities

A third problem has been the focus of this
report—conditioned behavior has many differ-
ent aspects: the behavior during acquisition,
the pattern of behavior once the conditioned
response has appeared, the pattern of behav-
ior during extinction, and the pattern of behav-
ior after extinction (recovery, reinstatement,
resurgence, renewal, and rapid relearning).
Subjects employ different policies
during these different phases. Those different
policies depend on different quantitative
aspects of the training and extinction proto-
cols. They depend on what we have called
different construals of the subjects’ remem-
bered experiences in the experimental con-
text. These different quantities are often
temporal and numerical, which means that
they cannot be treated as stimuli in the neuro-
biological sense of the term. And, finally, these
abstract quantities come from very different
levels of structure in their experience.

The scalar effect of the $C/T$ ratio depends
only on the average US–US interval and the
average CS–US interval. Its effect on trials and
reinforcements to acquisition does not depend
on the distributions of those intervals. The pat-
tern of responding during the CS, however,
depends on the distribution of the CS–US
intervals. It differs dramatically depending on
whether those intervals are drawn from an
exponential distribution or from a delta distri-
bution (an unvarying interval), even when the
means are the same (Libby & Church, 1974;
1975). The $C/T$ ratio has a scalar effect on tri-
als to acquisition but no effect on trials to
extinction (Gibbon, Baldock, Locurto, Gold, &
Terrace, 1977). The probability of reinforce-
ment has a scalar effect on both (Gibbon
et al., 1980). The cumulative number of
reinforced trials has a strong effect ($d = 1.6$)
on the response rate at the conclusion of
training, but no effect on trials to acquisition,
nor on extinction, nor on the magnitude of
recovery at 21 days postextinction (Fig. 5). Tri-
als per session has a strong effect on reinforce-
ments to acquisition and on elapsed training
time to acquisition (Kehoe & Macrae, 1994;
Papini & Dudley, 1993; Papini & Overmier,
1985 and Fig. 5) but no effect on extinction or
recovery (Figs. 3 and 4). The span of training
has a strong effect ($d = 1.3$) on recovery
(Figs. 5 and 6) but no effect on extinc-
tion (Fig. 5).

Subjects appear to count and time and com-
pute the averages of the wait times for rein-
forcements, both in the context and in the
presence of the CS. They appear to be timing
and counting the durations of the individual
trials. They appear to be counting and timing
the sessions. And they appear to be timing the
spans of the different phases of their experi-
ence, which may involve counting the days. In
most associative theories, the different effects
of these different variables are to be explained
by a single quantity, variously called associative
strength or value, because the construal on
which policies (or performance functions)
depend is just the strength of an association or the value of an option.

Perhaps it is time for modelers to accept the fact that memory has factual content and for experimentalists to search for a memory mechanism capable of encoding an abstract quantitative fact, like a numerosity or a duration or a distance or a direction. The behavioral facts are not going to go away. Sooner or later neurobiologists and computational neuroscientists must face them.
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